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The ongoing COVID-19 pandemic highlights the need for adapting high-throughput

methods to identify, characterize, and prevent infectious diseases. Prior to the pandemic, my

dissertation focused on detecting infections using host immune transcriptional signatures.

To detect diverse infections, independent of the pathogen-specific molecules, I focused on

identifying common host RNA transcripts upregulated in a large collection of transcriptomic

datasets. The identified panel of host RNA transcripts was validated as detectable from

in vitro models to the blood, serum, and saliva of infected individuals. Consistent with

our understanding of host innate immunity, these transcripts are largely derived from genes

related to type-I interferon and inflammatory responses. I then validated these findings using

saliva samples from SARS-CoV-2 infected individuals and showed that this panel of host

RNA transcripts can reliably identify infected individuals independent of their symptomatic

status. Together, I showed that specific host RNAs, present in saliva, can serve as reliable

markers for detecting ongoing infection, independent of pathogen abundance and disease-

associated symptoms.

In response to the current pandemic, I worked with my colleagues during the campus

shutdown on the development and deployment of a rapid saliva-based SARS-CoV-2 nucleic

acid screening test to be used on our university campus. The rapid screening test required

only a simple set of pipettes and a heating block, and effectively bypassed the supply chain

issues that were slowing down testing efforts nationwide at that time. Eventually, the test

was deployed all over the state of Colorado and in other countries in need. Through our

campus screening efforts, we also identified over 1,500 saliva samples from asymptomatic
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SARS-CoV-2 infected individuals. This rare collection of samples allowed us to compare

symptomatic to asymptomatic infections. Interestingly, I found that both populations carry

equivalent viral loads, and that only 2% of SARS-CoV-2 infected individuals harbored over

90% of the viral genomes circulating in the community. This further provided the first

evidence for viral supercarriers (individuals carrying orders of magnitude more virus than

the average).

Ultimately, I want the world to be better prepared for the next emerging infectious

disease. During the study of host response to viral infection, I realized the caveats of us-

ing immortalized cell lines as infection models, as they often fail to fully represent the

true scale of human immune response. I thus sought to validate an induced pluripotent

stem cell (iPSCs)-derived monocyte/macrophage system. Monocytes and monocyte-derived

macrophages function as key mediators of inflammation and antiviral immunity. At the same

time, they are one of the key target cell types for numerous viruses with pandemic potential

(e.g. arterivirus and Ebola virus). However, macrophages have relatively low abundance

in the bloodstream and cannot be propagated ex vivo, meaning that consistent access to

blood donors is required for routine research. To overcome these hurdles, I differentiated

monocyte-derived macrophages from iPSCs as an alternative model system. Since iPSCs

proliferate indefinitely and can be expanded to large quantities, I was able to isolate mil-

lions of iPSC-derived macrophages over a short period. Using phenotypic profiling of surface

marker expression, transcriptomics (RNA-seq), and genome accessibility (ATAC-seq) pro-

filing, I showed that iPSC-derived macrophages are nearly identical to their blood-derived

counterparts. Furthermore, I showed that iPSC-derived macrophages support the replica-

tion of viruses, including HIV-1, dengue virus, and influenza virus, to the same degree as the

primary macrophages. Our results validate iPSC-derived macrophages as a valuable model

system for studying host-virus interactions.
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Chapter 1

Introduction

1.1 Preface: Response to emerging infectious diseases

Humans coexist and interact with a diverse range of pathogens. In a rare event, the

transmission of the infectious pathogen occurs across multiple continents, affecting a large

portion of the human population, resulting in a pandemic. In the past century, humans have

encountered numerous infectious diseases that reached the pandemic level, including the

ongoing human immunodeficiency virus (HIV) and severe acute respiratory syndrome coro-

navirus 2 (SARS-CoV-2) pandemics [1]. In response to a pandemic, efficient public health

measures combined with a comprehensive understanding of the pathogen-host interaction

can help mitigate the severity by controlling the disease transmission and offering potential

treatment.

Our response to the ongoing coronavirus disease 2019 (COVID-19)/SARS-CoV-2 pan-

demic exemplifies the modern approach to counteract the infectious disease. Namely, the

approach adapts technology advancements in the fields of communication, molecular biol-

ogy and computer science: (1) High-throughput viral genome sequencing and data sharing

enabled virus variant monitoring and a synchronized research effort globally; (2) Daily case

reporting and epidemiological modeling enabled implementation of adaptive public health

measures; (3) The mRNA-based vaccine technology accelerated the process of immunizing

the susceptible population, and (4) Efficient drug screening provided antiviral treatments to

lower the disease fatality rate.



2

However, the ongoing pandemic also exposes several fundamental shortcomings in the

response: (1) A lack of understanding of the disease dynamic led to non-specific public health

measures that sometimes failed to limit the transmission. Specifically, the asymptomatic

transmission of SARS-CoV-2 is rarely accounted for, due to the lack of effective screening

tools [2]; (2) Research designs that lacked biological relevance led to ineffective antiviral

treatments. For example, the use of irrelevant in vitro models that failed to accurately

capture the SARS-CoV-2 entry led to the controversial usage of chloroquine as a COVID-19

treatment [3, 4].

Realizing these shortcomings, while being actively engaged in the local effort of pan-

demic response, I aim to address some of these shortcomings through my dissertation by (1)

highlighting the prevalence of SARS-CoV-2 asymptomatic population, (2) pro-

viding efficient infection screening tools for detecting asymptomatic individuals,

and (3) establishing more relevant model systems for future pathogen-host in-

teraction studies. In this introduction, I will provide the necessary background knowledge

and the overarching questions that drove my dissertation research. Additional background

information, more specific to each project, is also provided in the introduction section of

each subsequent chapter.

1.2 Human innate immune response to infection

1.2.1 Innate immune response during acute infection

Humans encounter millions of potentially pathogenic microorganisms daily from the

food we eat, objects we touch and the air we breathe. To quickly identify and eliminate these

overwhelming invading pathogens, we rely on our innate immune response. In almost all so-

matic cells, the initiation of the innate immune response is dependent on the recognition of

pathogen-associated molecules that mark ”self” from ”non-self”, such as the lipopolysaccha-

ride (LPS) on gram-negative bacteria and unique double-stranded RNA from certain viruses
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Figure 1.1: Diagram summarizing pathogen sensing and interferon responses of
the innate immunity. Upon infection, pathogen-specific molecular signatures are detected
by extracellular/intracellular pattern recognition receptors. Upon activation by pathogen
signatures, these receptors initiate the signaling cascade, leading to the activation of in-
flammatory transcription factors, such as nuclear factor kappa B (NF-κB) and interferon
regulatory factor 3 (IRF3). This triggers the expression of inflammatory genes along with
the release of intercellular signaling molecules, including interleukins (IL), tumor necrosis
factor (TNF) and interferons (IFN). In the case of bystander cells, upon the binding of IFN,
the janus kinase (JAK)- signal transducer and activator of transcription proteins (STAT)
pathway is activated. This in turn results in the transcription of interferon stimulated genes
(ISGs) that are responsible for downstream anti-pathogen responses.
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[5]. The recognition of these ”non-self” molecules subsequently activates the inflammatory

pathway, which result in the release of key inter-cellular signaling molecules including tumor

necrosis factors (TNF), interleukins (IL), and interferons (IFN) (Figure 1.1). These signaling

molecules are the key to transforming surrounding cells into the anti-pathogen state, and to

recruiting immune cells to the site of infection, both being equally important for containing

the ongoing infection.

Specifically, Type-I interferon secreted by the infected cell is essential to prepare both

the infected and surrounding bystander cells for an upcoming infection. Upon the bind-

ing of the type-I interferon to its receptor, janus kinases (JAK) and signal transducer and

activator of transcription proteins (STAT) orchestrate a series of transcription activation

events that lead to the increased expression of a group of genes that are known to directly

detect and restrict invading pathogens, and modulate the cellular homeostasis to create

a hostile environment for the pathogen replication [6] (Figure 1.1). The elements of the

interferon-stimulated response are molecular keys to pathogen restriction. However, due to

cell-type specificity and the differences in response triggered by different pathogens, it re-

mains unknown if there is a core response that is consistent across all cell types and different

infections [7]. To address this question, I compared transcriptional response elicited by di-

verse cell types undergoing different infections (see Chapter 4). I uncovered a group of

genes whose expressions are tightly correlated with the infection status, independent of cell

and pathogen types. This group of universal response genes could help us understand the

immune transcriptional regulation, as well as be used as signatures for infection diagnostics,

as further explained in the Introduction sections below.

1.2.2 Genome-wide profiling of innate immune response

Transcriptomic profiling of innate immune response by RNA-seq

One of the most fundamental questions for understanding the innate immune response

is: ”What genes are expressed during the infection?”. In the past decade, high throughput
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Illumina sequencing has become widely adapted to answer such question [8]. Specifically,

RNA sequencing (RNA-seq), which involves reverse transcribing messenger RNA from a

biospecimen into complementary DNA followed by sequencing, has been used extensively

to probe gene expression [9]. In RNA-seq, each read is a sampling from a single mRNA.

These reads, which often number in the millions, are mapped back onto a reference sequence

(Figure 1.2). As a highly expressed gene would generate more mRNA, and hence more

sequencing reads would originate from that mRNA, one can obtain a quantitative readout

of the gene expression across the entire genome.

Adapting the RNA-seq technique to studies of human innate immune response to

infection, researchers compare the gene expression between an infected and mock-infected

specimen (infected by the pathogen-of-interest), or between specimen treated/untreated with

immune signaling molecules. The comparison then yields statistically significant differences

in gene expression between the two conditions, a technique termed differential expression

analysis. In brief, the sequencing data from each experiment is first normalized to its rela-

tive library size. Then the dispersion of the expression across the replicates are estimated

by accounting for all the experimental replicates. Finally, a statistical test (such as Wald

test implemented in the R package DESeq2 [10]) estimates both the relative fold change

between the two treatment conditions and statistical significance (typically p-values) from

the hypothesis testing. Using this technique, I first conducted a meta-analysis of assorted

RNA-seq datasets obtained from publicly available database to look for genes that are uni-

versally up-regulated upon diverse infections within different cell types. I hence collected

human saliva samples from infected/healthy individuals, generated RNA-seq datasets myself,

and confirmed that the majority of these universal response genes are also over-expressed in

infected saliva samples (see Chapter 4). I also generated RNA-seq datasets that profiled

both blood- and induced pluripotent stem cell (iPSC) derived-macrophages during their dif-

ferentiation and polarization process (additional description of this work is described in the

following Introduction sections and in Chapter 5).
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Figure 1.2: Quantification of gene expression through high-throughput RNA se-
quencing. To quantify the genome-wide gene expression, messenger RNA (mRNA) is har-
vested from cells or biospecimen and reverse transcribed into complementary DNA (cDNA).
The cDNA is then sheared into shorter fragments, and sequencing adapters are ligated to
the fragmented cDNA (based on the specific library construction kit, these steps might be in
a different order). The cDNA library is then sequenced by synthesis on Illumina platforms,
resulting in millions of short sequencing reads. These sequencing reads are then quality-
filtered and mapped onto the reference genome with proper gene annotations. Using gene
annotations, the amount of reads mapped onto specific genes is tallied and reflects the rela-
tive gene expression levels, which can be compared across different treatment conditions to
infer differential gene expression.
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Inferring transcriptional programming of innate immune response via ATAC-seq

Beyond identifying the gene expression changes observed during infection or the pres-

ence of immune signaling molecule, it is important to understand how these genes are tightly

regulated. A recently-developed technique, Assay for Transposase-Accessible Chromatin se-

quencing (ATAC-seq) enables the examination of the open chromatin regions across the

genome, and hence infer the underlying transcriptional regulation [11](Figure 1.3). Briefly,

ATAC-seq is carried out by using a hyperactive transposase to detect and liberate open

chromatin regions in the genome. These liberated genomic DNA are then processed for

high-throughput sequencing. The resulting sequencing reads are then mapped back to the

reference genome to reveal which regions of the genome reside in open chromatins, as more

mapped sequencing reads are often associated with a more accessible genomic region. Based

on the observation that some transcription factors binding changes the chromatin accessibil-

ity, one can then infer the activity of many transcription factors based on the ATAC-seq read

abundance as well as the binding motifs embedded in the genomic region [12, 13]. Using this

approach, I profiled the chromatin landscape to identify changes observed in both blood-

and iPSC-derived monocytes/macrophages under treatment of different immune signaling

molecules (see Chapter 5). From these datasets, I then inferred which unique transcription

factors are essential for monocyte/macrophage differentiation and polarization.

1.3 The role of macrophages during infection

1.3.1 Immunological functions of macrophages

As mentioned in the section above, beyond the autocrine and paracrine interferon

signaling, one crucial aspect of the innate immunity is the recruitment of immune cells.

Macrophages, along with neutrophils, NK cells and dendritic cells, are the key players

that form the next line of defense against the invading pathogens [14–16]. Specifically,

macrophages play an essential role in modulating this defense by directly phagocytizing the
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Figure 1.3: Inferring transcription regulation via ATAC-seq. To understand which
transcription factors are active within specific cell type or during innate immune response,
the assay for transposase-accessible chromatin sequencing (ATAC-seq) can be used. This is
based on the assumption that genome regions become more accessible upon active transcrip-
tion bindings [13]. The accessible regions of the genome are then cleaved and ligated with
sequencing adapters in one step using the Tn5 transposome. These DNA fragments are then
sequenced through the Illumina platform, and the resulting sequencing reads can be used
to identify and quantify chromatin openness genome wide. The DNA sequences from the
accessible genomic regions can then be used to identify transcription factor binding motifs.
Combining the identity of the transcription factor along with the chromatin accessibility,
one can infer the relative transcription factor binding activities.
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pathogen or infected cells, and by presenting the digested pathogen’s molecular features to

cytotoxic T cells and T helper cells to initiate the downstream adaptive immune response.

Throughout our body, some macrophages are tissue-resident, mediating homeostasis

and providing immune surveillance at the specific tissue, while other macrophages are de-

rived from blood circulating monocytes upon immune activation. Previous studies have

pin-pointed the key signaling molecule, macrophage colony forming factor (M-CSF), that

triggers the monocyte-macrophage differentiation [16]. Upon differentiation and arrival at

the site of infection, these macrophages can hence be polarized towards inflammatory (M1)

or anti-inflammatory (M2) subtypes given the presence of additional molecular cues [17]

(Figure 1.4). This enables the macrophages to adapt to the disease progression, mediating

pathogen defense (M1) or tissue repair (M2). Experimentally, researchers have also devised

in vitro conditions that triggers the macrophage polarization, using interferon-γ and LPS

for M1 polarization, and IL-4 and/or IL-13 for M2 polarization [16]. However, the gene ex-

pression changes during the macrophage polarization has not been systematically examined.

Using the RNA-seq and ATAC-seq techniques mentioned in the previous section, I explored

such changes at both transcriptional and regulatory levels in both primary and iPSC-derived

macrophages (see Chapter 5).

1.3.2 Macrophages as viral targets

Upon activation, blood-circulating monocytes become macrophages and are migratory

towards the site of infection, these characteristics are often hijacked by pathogens for sys-

temic dissemination, persistent infection and replication [18, 19]. In our lab, we study several

viruses of great clinical significance, including HIV-1, dengue virus (DENV) and influenza

virus. All three viruses have been previous reported to infect monocytes/macrophages, lead-

ing to severe infection outcomes [20]. Specifically, macrophages support productive HIV-1

infection, which in turn trigger the secretion of proinflammatory cytokines that attracts un-

infected CD4+ T cells, accelerating the virus dissemination [21]. In fact, HIV-1 infected
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Figure 1.4: Overview of macrophage functions during immune response. Upon
immune activation, blood-circulating monocytes can arrive at the site of infection and dif-
ferentiate into M1 macrophages in the presence of pathogen-associated molecular patterns
(PAMP) and interferon (IFN) secreted by the infected cells. The M1 macrophages are
responsible for mediating the immune response through direct phagocytosis, release of ad-
ditional pro-inflammatory cytokines that recruit additional lymphocytes, as well as antigen
presentation to activate T cells, which eventually leads to the activation of adaptive immune
response. On the other hand, upon the clearing of infection, M2 macrophages then mediate
tissue repair through the release of anti-inflammatory cytokines. Additional abbreviation
used in the figure: IL: interleukin, MΦ: macrophage, TNF: tumor necrosis factor, VEGF:
vascular endothelial growth factor, TGF: transforming growth factor beta.
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macrophages are found in spleen, lung, heart, colon, and brain, suggesting their critical role

as a HIV-1 reservoir during persistent infections [22]. In the case of dengue virus infection,

macrophages are not only hijacked by the viruses to establish systemic infection, but the

virus also utilizes the macrophage Fc receptors to achieve antibody-dependent enhancement

during the secondary infection This often leads to severe dengue fever in infected hosts

[23–25]. Finally, highly pathogenic influenza viruses are also shown to productively repli-

cate in macrophages [26–28]. Such interaction is shown to trigger high-level production of

proinflammatory cytokines by the infected macrophages, and is thought to be the cause of

severe pneumonia in infected hosts [29]. Together, this highlights the importance of using

macrophages as a model system to study these pathogen-host interactions. During my dis-

sertation research, I demonstrated that all three viruses are fully capable of infecting both

primary and iPSC-derived macrophages in vitro. Using flow cytometric techniques, I further

demonstrated how macrophages have potential in restricting lowly pathogenic (seasonal)

influenza virus infection at late stage of virus life cycle (see Chapter 5).

1.3.3 Methods for deriving macrophages

Traditionally, in order to study pathogen-human macrophage interaction in vitro, re-

searchers often have to rely on blood donation, from which they purify blood-circulating

monocytes via sequential gradient centrifugations and subsequently differentiate them into

macrophages via M-CSF treatment [30] (Figure 1.5). This process requires a complicated

institutional review board approval, and heavily relies on the availability of the blood donors.

Even with everything in place, the quantity of blood-derived monocytes is very limited, as

they only constitute ∼10% of circulating immune cells, i.e. only 2-5 millions of monocytes

can be isolated from 50 mL of blood draw [31]. Blood-derived monocytes also suffer from

inter-individual variability (differences between donors) as well as the lack of genome-editing

tools, as monocytes/macrophages are not proliferative.

One possible alternative to blood-derived monocytes is immortalized monocytic cell
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lines. These cell lines, such as THP-1, U-937 and HL-60, are derived from patients with

monocytic leukemia or histiocytic lymphoma [32] (Figure 1.5). Compared to the primary

cells, these immortalized cell lines are proliferative, so that they can be expanded to large

numbers for complex experiments. However, numerous studies have reported the lack of

relevancy of these cell lines: they do not respond to cytokine activation to the similar degree,

nor do they posse a similar level of restriction against viral infections, as compared to their

blood-derived counterpart [27, 33–35]. Together, this drove me to seek for an alternative

monocyte/macrophage model.

Induced pluripotent stem cells (iPSCs) are somatic cells reprogrammed to exhibit

pluripotency via forced expressions of several transcription factors (Oct4, Sox2, Lin28, Klf4,

and L-Myc) [36, 37]. Through the treatment of specific combinations of signaling molecules,

iPSCs have been successfully differentiated into neurons, myocytes and lymphocytes as rel-

evant model systems [38]. Recently, iPSC differentiation into monocytes was also made

possible via a serial feeder-free system: first, bone morphogenetic protein 4 (BMP4), vascu-

lar endothelial growth factor A (VEGFA), and GSK-3 inhibitor were supplemented to iPSC

for mesoderm differentiation; next, the mesoderm is further differentiated into hematopoietic

progenitors with the addition of transforming growth factor (TGF)-beta inhibitor, stem cell

factor (SCF), thyroid peroxidase (Tpo), IL-3, and FLT-3 Ligand (FL); finally, the mono-

cytes were derived by adding M-CSF and granulocyte-macrophage colony-stimulating factor

(GM-CSF) [39, 40](Figure 1.5). Using a similar paradigm, we successfully differentiated

monocytes from two iPSC cell lines. This approach allowed us to harvest large quantities

(40-50 millions) of monocytes within one round of differentiation. I then carried out phe-

notypical, transcriptional and functional comparisons between the blood- and iPSC-derived

monocytes/macrophages and found they are virtually identical at all levels of comparison

(see Chapter 5). Since iPSCs are also genetically modifiable, this provides a valuable

alternative model system for studying monocyte/macrophage-pathogen interaction.
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Figure 1.5: Overview of methods for deriving monocytes through different sources.
Blood-derived monocytes are directly obtained through blood donation, from which the pe-
ripheral blood mononuclear cell (PBMCs) are separated from plasma and red blood cells
(RBCs) using the Ficoll gradient. Subsequently, the PBMCs are loaded onto gradient Per-
coll column, which separates monocytes from lymphocytes based on their size differences
[30]. Immortalized cancer-derived monocytic cells are often used as an alternative to the pri-
mary monocytes, but differentiation into macrophage often requires synthetic drug tetrade-
canoylphorbol acetate (PMA) instead of more biologically relevant macrophage colony form-
ing factor (M-CSF). iPSC-derived monocyte is a newly developed model system that more
closely resembles primary monocytes. The differentiation from iPSC requires several stages
through mesoderm, hematopoietic stem cell (HSCs) then to monocytes using a combination
of different growth factor and cytokine cocktails. Additional abbreviations in the figure:
BMP4: bone morphogenetic protein 4, VEGF: vascular endothelial growth factor, CHIR:
GSK-3 inhibitor, SB: TGF-beta/ALK inhibitor, SCF: stem cell factor, Tpo: thyroid perox-
idase, FL: FLT-3 Ligand, GM-CSF: granulocyte-macrophage colony-stimulating factor.
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1.4 Diagnostics for infection

1.4.1 Types of infection diagnostics

Another essential aspect of pandemic response is the surveillance of infected individuals.

In order to monitor and contain disease outbreaks, effective infection diagnostics become the

most fundamental tool in the public health arsenal. Currently, infection diagnostics can be

categorized based on the type of molecules being detected: (1) pathogen genome-derived

nucleic acid, (2) pathogen-derived protein, and (3) pathogen-specific antibody [41, 42].

As these molecular signatures tend to arise at different stages of infections, proper

usage of the correct type of diagnostics at the correct time dictates the detection sensitiv-

ity. Both pathogen-derived nucleic acid and protein (antigen) assays require the actively

replicating pathogens to reach a certain abundance [42]. As nucleic acid-based detection

usually involves amplification, it typically outperforms the antigen-based assays near the

detection limit [43]. In contrast, antigen-based assays excel in rapid turnaround time and

at-home usability. Moreover, as different pathogens have distinct primary sites of infection

(due to the host receptor-specificity, interactions with host immune system and routes of

transmission), the choice of diagnosis biospecimen hence needs to adapt to our understand-

ing on the pathogen’s pathogenesis. On the other hand, diagnostics that rely on host-derived

antibodies against particular pathogens are primarily used to examine historical infections

[44]. While such information is beneficial in helping clinicians determine the cause of symp-

toms, it is ineffective in controlling the spread of infectious diseases because the transmission

likely has already happened. During the COVID-19 pandemic, all three forms of diagnostics

were widely used. We learned important lessons that the types of diagnostics, the testing

deployment strategy, along with the adaptive public policies are all crucial to control the

transmission. However, several important questions remain: (1) How can the nucleic-acid

based assay be faster and more adaptable to at-home use; (2) How can we detect infected

individuals at an earlier time point of infection, ideally when one is asymptomatic or pre-
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symptomatic; (3) How can we detect diverse types of infections with a single assay? My

dissertation first highlighted the prevalence of asymptomatic SARS-CoV-2 infection within

the local population see Chapter 2, and then sought to address these problems via a saliva-

based SARS-CoV-2 screening test and an early agnostic infection diagnostic paradigm in

Chapter 3 and Chapter 4, respectively.

1.4.2 Values of saliva in infection diagnostics

During the COVID-19 pandemic, saliva emerges as an alternative biospecimen with

high diagnostic values, and it was used for SARS-CoV-2 screening in a large population [45–

48]. Comparing to blood and nasopharyngeal/throat swabs, saliva collection is less invasive

and can be carried out independently by the donor, minimizing healthcare worker infections

during sample collection. It has been shown that most of the respiratory pathogen genomes

(SARS-CoV-2, SARS-CoV, influenza virus, respiratory syncytial virus, rhinovirus, and M.

tuberculosis etc.) are readily present in saliva samples of infected individuals [46, 49–54]. As

these pathogens replicate in the respiratory tract, either through direct invasion into oral

tissues or through indirect infection in nasal/lung epithelial cells, the intact pathogen or

pathogen fragments are often released into the respiratory fluid, leading to airborne trans-

mission and/or detection of pathogen genomes in the saliva. This led to the development of

multiple saliva-based multi-pathogen diagnostic assays, which allowed clinicians to narrow

down the cause of illness with just a small amount of patient saliva [55–57]. Moreover, it has

even been shown that the genomes of some blood-borne pathogens (dengue virus, HIV, and

Ebola virus) along with host-derived antibodies can also be detected in saliva, leading to

follow-up studies that indicated the origin of saliva is partially blood-derived plasma filtered

through the salivary glands. These findings further highlight the additional diagnostic value

of saliva [58–62].

Beyond detecting pathogen genomes, saliva has been often described as the mirror

of the body, as it harbors diverse extracellular vesicles, endocrine signaling molecules, and
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secretory antibodies [63]. Thus saliva has the potential for monitoring systemic homeostasis.

In fact, saliva has already been widely used to detect the presence of oral squamous cell

carcinoma, the main type of oral cancer [64, 65]. In oral cancer patients, it has been shown

that inflammatory cytokines, such as tumor necrosis factor α, IL-1 and IL-6, along with

the cytokine-induced transcriptional changes, are readily detectable in saliva as the result

of innate immune response against the oral cancer cells. In addition, saliva is also used

for the diagnosis of Sjogren syndrome, an autoimmune disease that is characterized by the

chronic infiltration of lymphocytes into salivary gland [66]. Autoantibodies and inflammatory

cytokines present in saliva are reliable evidence for the Sjogren syndrome. Remarkably, in

studies characterizing the saliva and blood-level immune response during these oral diseases,

high concordance was found between the local (saliva) and systemic (blood) response [64–

66]. However, the application of using saliva for diagnosis beyond the scope of oral diseases

is very limited. Given the systemic response is readily captured in saliva, it is reasonable to

believe that saliva holds much greater diagnostic values for diseases incurred throughout our

body.

1.4.3 Using host immune signatures of infection diagnostics

As mentioned in the previous sections, the COVID-19 pandemic also highlights the

need for new diagnostic approaches that are early and agnostic: A diagnostics that identi-

fies infected individuals before the onset of symptoms could drastically reduce the risk of

subsequent transmission, while a diagnostic independent of infection type would ensure lo-

gistic readiness during the outbreak of a novel pathogen. Many attempts have been made

to develop agnostic diagnostics by incorporating a panel of pathogen targets into the assay

[55–57]. However, the ability to detect any pathogen present in the biospecimen still relies

heavily on the abundance of the pathogen signatures, which, in most of the cases, tracks

with symptoms and the increased pathogen transmissibility at the same time.

Human innate immune response has evolved to counteract an ongoing infection with
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speed and versatility: it is activated at the time of pathogen exposure, and the activating

signal is propagated systemically through blood-circulating cytokines [5]. Upon activation,

the innate immune response ubiquitously neutralizes the pathogen or infected cells through

recruitment of phagocytic cells and programmed cell death. The systemic cytokine release

also triggers rapid expression changes in nearly all affected somatic cells result in the pro-

duction of anti-pathogen proteins as well as additional cytokine for signal amplification [6].

Understanding that: 1) innate immune response is activated immediately upon exposure,

2) the activation of innate immune response is universal during almost all infections, and

3) the signal of innate immune response is amplified through systemic cytokine signaling, I

reason that the characteristics of human innate immune response are ideal signatures for the

next-generation early-and-agnostic diagnostics.

Previous studies have monitored the transcription changes observed in innate immune

response in blood, and found that these changes correlate well with infection status, disease

severity, and symptomatic status [67–72]. Based on these findings, blood-based immune

activation monitoring assays have been developed for clinical uses, especially for the diagnosis

of sepsis [73, 74]. However, blood as an invasive biospecimen carries a behavior barrier so

that blood-based diagnostics are predominantly carried out in a clinical setting. Based on the

noninvasiveness nature of saliva, I explored the possibility of detecting these innate immune

response signatures within saliva as a potential alternative for future infection screenings

(see Chapter 4).

In summary, in this introduction chapter, I provided background information that is

fundamental to the rest of my dissertation. What follows are chapters that summarize my

past projects: In Chapter 2, I highlighted the prevalence of asymptomatic SARS-CoV-

2 carriers, and the importance of infection screening in the seemingly healthy population

during the pandemic. To address such challenge, I first developed a saliva-based SARS-

CoV-2 screening assay with fast turnaround time (Chapter 3). Subsequently, to better

prepare for the future disease outbreak, I identified the universal transcriptional response
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from human innate immunity as signatures for infection, and showed that such signatures

are readily detectable in saliva (Chapter 4). Finally, to enable more relevant future studies

of host response to infection, I validated an iPSC-derived macrophage model system via

comprehensive phenotypical, transcriptomic and functional analyses (Chapter 5).



Chapter 2

Just 2% of SARS-CoV-2-positive individuals carry 90% of the virus circulating

in communities

Adapted from: Yang Q, Saldi TK, Gonzales PK, Lasda E, Decker CJ, Tat KL, Fink
MR, Hager CR, Davis JC, Ozeroff CD, Muhlrad D, Clark SK, Fattor WT, Meyerson NR,
Paige CL, Gilchrist AR, Barbachano-Guerrero A, Worden-Sapper ER, Wu SS, Brisson GR,
McQueen MB, Dowell RD, Leinwand L, Parker R, Sawyer SL. Just 2% of SARS-CoV-2-
positive individuals carry 90% of the virus circulating in communities. Proceedings of the
National Academy of Sciences. 2021 May 25;118(21):e2104547118.

2.1 Contributions

This chapter describes the collective work of our University COVID-19 response team

that worked tirelessly in screening the entire university population for SARS-CoV-2 during

the pandemic. I was initially involved in this response, and tasked with setting up the

screening lab and designing the layout of the sample collection sites. Later during the

semester, I helped organizing the collected samples and the SARS-CoV-2 screening RT-qPCR

data. Using this valuable collection of screening data, I explored the campus population viral

load distribution and summarized the results in this manuscript. However, I was by no means

alone in this process. This response is the collective work of everyone listed here as the co-

authors. I would especially like to dedicate this manuscript to our beloved colleague, Denise

Muhlrad, who unfortunately passed away while performing her essential duty in the lab.
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2.2 Abstract

We analyze data from the Fall 2020 pandemic response efforts at the University of

Colorado Boulder (USA), where more than 72,500 saliva samples were tested for SARS-CoV-

2 using quantitative RT-PCR. All samples were collected from individuals who reported no

symptoms associated with COVID-19 on the day of collection. From these, 1,405 positive

cases were identified. The distribution of viral loads within these asymptomatic individuals

was indistinguishable from what has been previously observed in symptomatic individuals.

Regardless of symptomatic status, approximately 50% of individuals who test positive for

SARS-CoV-2 seem to be in non-infectious phases of the disease, based on having low viral

loads in a range from which live virus has rarely been isolated. We find that, at any given

time, just 2% of individuals carry 90% of the virions circulating within communities, serving

as viral “super-carriers” and possibly also super-spreaders.

2.3 Introduction

SARS-CoV-2 is a novel coronavirus that emerged into the human population in late

2019 [75], presumably from animal reservoirs [76, 77]. During the ensuing world-wide pan-

demic, already more than two million lives have been lost due to the virus. Spread of

SARS-CoV-2 has thus far been extremely difficult to contain. One key reason for this is

that both pre-symptomatic and asymptomatic infected individuals can transmit the virus

to others [76, 78–86]. Further, it is becoming clear that certain individuals play a key role

in seeding super-spreading events [87–90]. Here, we analyzed data from a large university

surveillance program. Viral loads were measured in saliva, which has proven to be an acces-

sible and reliable biospecimen in which to identify carriers of this respiratory pathogen, and

the most likely medium for SARS-CoV-2 transmission [45, 91, 92]. Our dataset is unique

in that all SARS-CoV-2-positive individuals reported no symptoms at the time of saliva

collection, and therefore were infected but asymptomatic or pre-symptomatic. We find that
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the distribution of SARS-CoV-2 viral loads on our campus is indistinguishable from what

has previously been observed in symptomatic and hospitalized individuals. Strikingly, these

datasets demonstrate widespread differences in viral levels between individuals, with a very

small minority of the infected individuals harboring the vast majority of the infectious viri-

ons.

2.4 Results

2.4.1 The University of Colorado Boulder SARS-CoV-2 screening operation

We analyzed data resulting from SARS-CoV-2 testing performed on the University of

Colorado Boulder (USA) campus during the Fall academic semester of 2020 (Aug. 27th –

Dec. 11th, 2020). Residents of dormitories were tested weekly, and several campus testing

sites were in operation throughout the semester offering testing for any campus affiliate.

At the time of saliva collection participants were asked to confirm that symptoms were

not present; therefore, any infected persons identified through this surveillance testing were

asymptomatic or pre-symptomatic at the time of saliva collection. It should be noted that

all of the samples analyzed herein were collected before the B.1.1.7 (“U.K.”) SARS-CoV-

2 variant, and subsequent major variants of concern, were first documented in the United

States during the final weeks of 2020 and the beginning of 2021 [93].

During the Fall 2020 semester, more than 72,500 saliva samples were screened for

SARS-CoV-2. A quantitative reverse transcription-polymerase chain reaction (RT-qPCR)

assay was used, with the template coming from the direct addition of saliva without RNA

purification [94]. Three TaqMan primer/probe sets were used in a multiplex reaction directed

against two regions of the SARS-CoV-2 genome (CU-E and CU-N, where CU stands for

the University of Colorado) and a host transcript (CU-RNaseP) as control. The multiplex

reaction was used to create standard curves to convert Ct value (cycle threshold) of each

primer set to viral load (virions per mL) in the original saliva sample (Fig. 2.1A). To
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ensure the viral load quantification is accurate for samples with extremely low Ct values

(i.e. extremely high viral loads), we performed serial dilution of three saliva samples with

amongst the highest observed viral loads of the semester, and showed that Ct values scale

linearly with the dilution factor (Fig. 2.1B).

From over 72,500 saliva samples screened, 1,405 SARS-CoV-2-positive samples were

identified. The vast majority of these positive samples were from unique individuals, because

individuals with positive tests were directed into the healthcare system for further testing

and care. The distribution of the Ct values of these 1,405 individuals, with each of the

two primer sets used, is shown in Fig. 2.2A. Overall, the distribution of SARS-CoV-2 viral

load fits under a log-normal distribution centered around the mean of 9.9 ∗ 108 virions/mL

(median = 1.1 ∗ 106 virions/mL) for the CU-E primers or 3.6 ∗ 108 virions/mL (median =

2.5 ∗ 105 virions/mL) for the CU-N primers (Fig. 2.6). The highest observed viral load

was over 6 trillion (6.1 ∗ 1012) virions/mL, which was only observed in one individual. It is

remarkable to consider that this individual was on campus and reported no symptoms at

our testing site. The lowest viral load detected was 8 virions/mL. Thus, surveillance testing

demonstrates an extremely wide variation in the viral load in infected but seemingly healthy

(asymptomatic) individuals.

To verify that these viral load distributions were not influenced by the specific RT-

PCR primers used, we determined the agreement between the CU-N and CU-E primers with

regard to the Ct values produced from samples. Different primer sets should be expected

to produce slightly different Ct values on the same samples, due to differences in primer

efficiencies and human pipetting error during reaction setup. Nonetheless, we find a tight

correlation in samples with Ct values < 30 (Pearson correlation coefficient between CU-N

and CU-E Ct values = 0.92), but this correlation breaks down in samples with higher Ct

values (Pearson correlation coefficient between CU-N and CU-E Ct values = 0.10, Fig. 2.2B).

At high Ct values (i.e. low viral loads) weaker correlation is likely a result of stochasticity

in reverse transcription and/or in the initial rounds of PCR. This is supported by an in-
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Figure 2.1: Examination of the linearity of the RT-qPCR assay over the range of
viral loads observed in this study (A) Standard curves were created for the primer sets
used in this study. Gamma-irradiated SARS-CoV-2 virions (BEI Resources NR-52287) were
spiked into healthy saliva samples from three different individuals to reach 4∗108 virions/mL
and incubated for 30 minutes at 95ºC. Samples were then serially diluted 1:5 using heat-
treated healthy saliva from the same individuals as the diluent, yielding the indicated final
concentrations (X-axis). Samples were then subjected to the multiplex RT-qPCR reaction
described in the method. The standard curve for each primer set was generated by linear
regression analysis of the triplicate experiment and is illustrated with 95% confidence interval
(R-squared > 0.99 for both standard curves). (B) We performed serial dilution of three of
the saliva samples with amongst the highest observed viral loads of the semester (8.1 ∗ 108
– 1.2 ∗ 1011 virions/mL) to determine the linear range of the RT-qPCR assay. Saliva was
incubated for 30 minutes at 95ºC, then diluted 1:2 in series using heat-treated healthy saliva
as the diluent. Linear regression was performed on the dilution series to show that the Ct
values scale linearly with dilution factors (R-squared > 0.98 for all dilution curves).
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depth analysis performed on 105 of the SARS-CoV-2 positive samples, where each sample

was analyzed with eight different primer sets commonly used in SARS-CoV-2 diagnostic

tests (Fig. 2.2C and Fig. 2.5). We see tight congruence between Ct values generated with

different primers on the same samples, especially at Ct values < 30. Overall, since the CU-E

primer set demonstrated the highest consistency with other primer sets during this in-depth

comparison (Fig. 2.5), we used the Ct values resulting from this primer set to calculate

saliva viral loads from this point forward.

2.4.2 Populations have similar viral load distributions regardless of symp-

tomatic status

We next compared viral loads from individuals on our campus, who had no symp-

toms at the time of sample collection, to similar viral load measurements taken in saliva of

symptomatic individuals. We examined published SARS-CoV-2 RT-qPCR datasets derived

from studies of hospitalized (and therefore symptomatic) individuals. We specifically sought

studies that assayed saliva and where viral loads were reported, since Ct values are lab- and

assay- specific (23). We identified 404 datapoints that met such criteria, which we collated

from the 10 studies listed in Supplementary Table 2.1. We note that our campus sampling

likely represents earlier average timepoints in the course of infection than that of the hospital

samples, which were mostly collected after symptom onset. Nonetheless, similar to the viral

load distribution of the campus asymptomatic population (mean = 9.9 ∗ 108 virions/mL,

median = 1.1 ∗ 106 virions/mL), the viral load in symptomatic patient saliva samples shows

a log-normal distribution with a mean of 1.8 ∗ 109 virions/mL (median = 9.4 ∗ 105 viri-

ons/mL) and varied from very high viral loads (9.5∗1010 virions/mL) to viral loads near the

limit of detection (1.3 virions/mL) (Fig. 2.3A, Fig. 2.6). We next plotted the cumulative

distribution of viral load in both populations (Fig. 2.3B). This comparison really represents

two extremes: one group is mostly hospitalized, while the other group represents a mostly

young and healthy (but infected) college population. Yet, the distributions are extremely
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Figure 2.2: Saliva viral load distribution within our campus population (A)
Distributions are shown of the viral loads measured in the 1,405 positive samples identified
on campus during the Fall semester of 2020. Each histogram shows Ct values obtained using
TaqMan primer/probe sets targeting either the E gene (“CU-E”) or the N gene (“CU-N”)
of SARS-CoV-2. The horizontal axes are labeled with both the cycle threshold values (Ct)
and the corresponding viral loads calculated from the standard curve for each primer set
(Fig. 2.1A). ND = no data, as the viral load is below the RT-qPCR detection limit. (B)
The Ct values resulting from the two primer sets in panel A are highly correlated, especially
in samples with high viral loads (Ct value lower than 30). Pearson correlation coefficients
(PCC) are shown within and beyond the Ct=30 arbitrary cutoff. (C) For 105 of the SARS-
CoV-2 positive saliva samples, we ran RT-qPCR side-by-side with 8 different primer sets
commonly used in SARS-CoV-2 diagnostic tests (Fig. 2.5). Here, we show the same analysis
as in panel B, except with the U.S. Centers for Disease Control’s (CDC) primers targeting
the E and N genes (see methods).
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similar (two-sided two-sample Kolmogorov-Smirnov test, D statistic = 0.03, p-value = 0.97;

(Fig. 2.3B)). Therefore, individuals have similar distributions of saliva viral load regardless

of symptomatic status, as has also been observed in studies of viral load in anterior nasal or

nasopharyngeal swabs [95–100].

2.4.3 A small subset of individuals carries most of the circulating virions

We next analyzed how virus is distributed between individuals within populations.

By summing the viral load across individuals based on the interpolated probability density

function representing each population, starting with those with the highest viral loads, we

find that just 2% of individuals harbor 90% of the circulating virions (Fig. 2.4). This

is true in both the university (i.e. asymptomatic) and hospitalized (i.e. symptomatic)

populations. Further, 99% of community-circulating virions are accounted for by just 10%

of the asymptomatic and 14% of the symptomatic population. In both asymptomatic and

symptomatic populations, one single individual with the highest saliva viral load carried more

than 5% of the total circulating virions. On the other hand, all individuals with saliva viral

loads lower than 106 virions per mL combined (representing 50% of the infected individuals)

harbor less than 0.02% of the virions in both populations. This can be understood because Ct

is a linear representation of logarithmic increases in viral load, so that the viral load increases

exponentially as the Ct value decreases (Fig. 2.1). Thus, there is a highly asymmetric

distribution of viruses within both populations, with just a small number of people carrying

the vast majority of the virus. It remains unknown whether these are special individuals

capable of harboring extraordinarily high viral loads, or whether many infected individuals

pass through a very short time period of extremely high viral load (see further discussion

below). Irrespective of mechanism, it is nevertheless true that, at any given moment in time,

a small number of people are harboring the vast majority of virions.

Infectious virions have rarely been isolated from clinical samples of individuals with

viral load less than 106 virions per mL [99, 101–106]. One hypothesis is that people in this
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Figure 2.3: Viral load distributions are similar in asymptomatic and symptomatic
populations (A) A histogram of saliva viral loads in our asymptomatic campus population
(N=1405, blue) compared to the same histogram of saliva viral loads from symptomatic
(N=404, red) individuals. The latter represents data compiled from the ten studies in Table
2.1). A log-normal probability density function is fitted onto the two distributions given the
population mean and standard deviation. (B) Empirical cumulative distribution functions
(ECDFs) of saliva viral load in the asymptomatic (N=1405, blue) and symptomatic (N=404,
red) populations. The similarity of the two ECDFs were assessed with the Kolmogorov-
Smirnov test, which resulted in D statistic = 0.03, and p-value = 0.97.
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Figure 2.4: A small percentage of individuals are viral super-carriers The his-
tograms shown (right Y axes) are the same as were shown in figure 2. Starting from the
left of each histogram (i.e. those individuals with the highest viral loads), we calculated
the accumulative percentage of total virions as a function of saliva viral load based on the
probability density function of the distribution (blue and red lines, and left Y axes). In both
asymptomatic (blue line) and symptomatic populations (red line), the portion of population
that harbors 90% and 99% of the circulating virus is highlighted by the dashed lines. We
estimate that only around 50% (51% and 42% in the panels shown) of individuals who test
positive for the virus actually harbor infectious virions, based on the observation that live
virus has rarely been isolated from samples with viral loads < 106 virions per mL [99, 101–
106]. For context, the range of detection limits of common SARS-CoV-2 diagnostic testing
paradigms (RT-qPCR, antigen testing, and RT-LAMP) are shown. All testing paradigms
will capture virtually all infectious individuals and virions, in pre-symptomatic and symp-
tomatic populations alike. Limits of detection are taken from [46, 107, 108].
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low range of viral load may simply be shedding viral genomes from damaged tissue that

is undergoing repair, and for this reason they may not pose a substantial risk of infecting

others. Our distributions suggest that approximately half of the people who test positive

may not be infectious to others (Fig. 2.4) based on this line of reasoning.

2.5 Discussion

An important finding herein is that the vast majority of circulating virions in communi-

ties are found within the bodies of a small number of individuals. These findings corroborate

similar trends observed elsewhere [87–90, 96]. Although it remains to be seen exactly how

transmission probability relates to viral load, a strong implication is that these individu-

als who are viral super-carriers may also be super-spreaders. Higher viral loads have been

shown to increase the probability of transmission to others in China [109], in Spain [110],

and between pairs of roommates on our University campus [111]. A higher rate of spread by

viral super-carriers would be consistent with recent contact tracing analyses suggesting that

80-90% of infections are caused by 10-20% of infected individuals [87–90, 96]. A higher rate

of spread by viral super-carriers would also be consistent with the surprisingly low transmis-

sion rates being reported between roommates [111], schoolmates [112, 113], and household

members [114], which could be explained if only a small fraction of infected individuals have

high enough viral loads to facilitate active transmission.

One potential explanation for the differences in viral loads between individuals is that

individuals were simply tested at different stages of otherwise similar viral infections. How-

ever, longitudinal analyses of individual infections show that peak viral loads vary dramati-

cally between individuals [115–117]. Thus, the parsimonious explanation is that individuals

produce different levels of virus. Whether this is due to variation in the immune response,

variation in host factors supporting virus replication like ACE2, the specific viral variant

infecting, or initial infection site or dose remains to be determined [118–121]. To look at this

further, we compared the viral load distributions analyzed herein to a theoretical normal
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Figure 2.5: Correlation of Ct values between different primer sets used to quantify
saliva viral load. Using 105 SARS-CoV-2 positive saliva samples, we examined the Ct
values obtained with different RT-qPCR multiplex assays and compared them via correlation
analysis. For 105 virus-positive saliva samples, 8 different Ct values were generated all in one
day from each sample, in a side-by-side direct analysis of the performance of each primer set.
Ct values from the Centers for Disease Control primers (CDC-E, CDC-N or CDC-RNaseP)
are reported on the X-axes. On the Y-axes are plotted the corresponding Ct values resulted
from our university screening primers (CU-E, CU-N or CU-RNaseP) and primer sets used
in the SalivaDirect [45] test (SalivaDirect-N and SalivaDirect-RNase P) primer sets.
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Figure 2.6: The observed viral loads follow a normal distribution, except at
the extreme ends. We compared the viral load data in each population (Y axis) to the
theoretical standard normal distribution (X-axis) using a quantile-quantile plot. The points
indicate the empirical quantiles of the datapoints, while the diagonal line (red) indicates
the expected quantiles under normal distribution. The data deviates from the Gaussian
distribution at the extreme ends, which likely represents individuals with either very high or
very low viral loads.
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distribution using quantile-quantile plots (Fig. 2.6). The data deviates from the normal dis-

tribution at the extreme ends, including in the part of the population with the highest viral

loads. This is consistent with the hypothesis that a small percentage of individuals represent

a unique population with different capacity for infection than the rest of the population.

The concentration of a majority of the virus in a small fraction of the population at

a given time is a critical observation with actionable conclusions. Community screening to

identify viral super-carriers within pre-symptomatic and asymptomatic stages of disease will

be important, since these individuals will continue to sustain and drive the epidemic if not

located. Finding viral super-carriers will have a disproportionately large impact on curbing

new COVID-19 infections, yet individuals without symptoms don’t tend to seek out testing

so screening will need to target healthy populations. Modeling approaches show that one

of the most important factors in screening for SARS-CoV-2 will be the speed with which

infected people receive their test results (also referred to as turnaround time) [122]. The

longer it takes for people to receive their results, the more time goes by where they might

unwittingly infect others. Therefore, it is imperative that we find virus super-carriers, and

inform them of their infection status in a way that is fast, easy, and accessible. Although

detection limits vary between current monitoring and diagnostic paradigms, all are more than

capable of finding the majority of infected individuals and the vast majority of circulating

virions (Fig. 2.4) [46, 107, 108].

2.6 Methods

2.6.1 Collection of University samples

For sample collection conducted at our university, individuals were asked to fill out

a questionnaire (www.colorado.edu/daily-health-form) to confirm that they did not present

any symptoms consistent with COVID-19, and to collect no less than 0.5 mL of saliva into a

5 mL screw-top collection tube. Saliva samples were heated at 95◦C for 30 minutes on-site
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to inactivate the viral particles for safe handling, and then placed on ice or at 4◦C before

being transported to testing laboratory for quantitative RT-PCR analysis on the same day.

2.6.2 Saliva quantitative RT-PCR used for screening saliva samples on the

University of Colorado Boulder campus

For quantitative RT-PCR analysis, the university testing team transferred 75 µL of

saliva into one well of a 96-well plate where each well had been pre-loaded with 75 µL 2X

TBE buffer supplemented with 1% Tween-20. Of this diluted sample, 5 µL was then added

to one well of a separate 96-well plate where each well had been pre-loaded with 15 µL

reaction mix composed of: TaqPath 1-step Multiplex Master Mix (Thermo Fisher A28523),

nuclease-free water, and triplex primer mix consisting of CU-E, CU-N, and CU-RNaseP

primer and probe sets (sequence and concentration specified in the Table 2.2; conditions

changed slightly during the semester). The reactions were mixed, spun down, and loaded

onto a Bio-Rad CFX96 or CFX384 qPCR machine. Quantitative RT-PCR was run using

the standard mode, consisting of a hold stage (25◦C for 2 minutes, 50◦C for 15 minutes, and

95◦C for 2 minutes) followed by 44 cycles of a PCR stage (95◦C for 3 seconds, 55◦C for 30

seconds, with a 1.6◦C/sec ramp up and ramp down rate). Ct values from all campus testing

efforts were communicated to us as de-identified data.

2.6.3 Focused analysis of 105 SARS-CoV-2 positive samples

For a smaller subset of 105 samples, as described herein, we did a side-by-side compar-

ison of 3 different quantitative RT-PCR multiplex assays commonly used in SARS-CoV-2

diagnostics. We thawed 105 frozen, de-identified saliva samples which had previously tested

positive for SARS-CoV-2 in the campus screening operation and performed all of the follow-

ing RT-PCR analyses side-by-side on the day of sample thawing.

First, 25 µL of thawed, previously heat-treated saliva was transferred into one well of

a 96-well plate where each well had been pre-loaded with 25 µL 2xTBE buffer supplemented
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with 1% Tween-20. Next, 5 µL of the diluted sample was added to separate 96-well plates

where each well had been pre-loaded with 15 µL reaction mix composed of: TaqPath 1-

step Multiplex Master Mix (Thermo Fisher A28523), nuclease-free water and CDC triplex

primer mix or CU triplex primer mix (sequence and concentration specified in the Table 2.2).

The reactions were mixed, spun down, and loaded onto a Bio-Rad CFX96 qPCR machine.

Quantitative RT-PCR was run using the standard mode, consisting of a hold stage (25◦C

for 2 minutes, 50◦C for 15 minutes, and 95◦C for 2 minutes) followed by 44 cycles of a PCR

stage (95◦C for 3 seconds, 55◦C for 30 seconds, with a 1.6◦C/sec ramp up and ramp down

rate). Each plate also contained two wells of negative control template (5 µL nuclease-free

water diluted 1:1 with 2XTBE supplemented with 1% Tween-20) and two wells of positive

control template (5 µL synthetic SARS-CoV-2 RNA (Twist Biosciences 102024) diluted to

1000 genome copies/µL, and 5 µL total human reference RNA (Agilent 750500) diluted to

10ng/µL in nuclease-free water).

We also performed the SalivaDirect TaqMan RT-qPCR analysis [45] on each of these

samples. 75 µL of each saliva specimen was combined with 9.4 µL of Proteinase K (20

mg/mL, NEB, P8107S). Samples were incubated at ambient temperature for 15 minutes

and then heated to 95◦C for 5 minutes to inactive the Proteinase K. Next, 5 µL of saliva was

used as template in a 20 µL reaction that also contained 1X TaqPath 1-step Multiplex Master

Mix, nuclease free water and primer and probe sets at concentrations described below. The

RT-qPCR was run on the BioRad CFX96 qPCR machine using the same program described

for the CU assays [45].
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Table 2.1: Studies from which viral loads in symptomatic individuals were derived
(All studies indicated that saliva samples were self-collected from COVID-19 patients at the
indicated locations. In all cases, the authors reported virus concentrations in the original
saliva sample.)

Study Hospital, Country
Gender

Age Method(M/F)

To et al.[49] Princess Margaret
Hospital and Queen
Mary Hospital, Hong
Kong

13/10 37-75 Posterior oropharyn-
geal saliva followed
by RT-qPCR

To et al.[123] Princess Margaret
Hospital and Queen
Mary Hospital, Hong
Kong

7/5 37-75 Posterior oropharyn-
geal saliva followed
by RT-qPCR

Zhang et al.[124] Wuhan Pulmonary
Hospital, China

NA NA Saliva from oral
swab followed by
RT-qPCR

Hanege et al.[125] Goztepe Education
and Research Hospi-
tal, Turkey

11/18 26-70 Self-collected saliva
followed by RT-
qPCR

Procop et al.[126] Cleveland Clinic,
USA

25/14 18-82 Self-collected saliva
followed by RT-
qPCR

Zheng et al.[124] First Affiliated Hos-
pital, College of
Medicine, China

58/38 44-64 Self-collected saliva
after deep cough fol-
lowed by RT-qPCR

Yoon et al.[127] Korea University
Guro Hospital, Ko-
rea

0/2 46-65 Self-collected saliva
followed by RT-
qPCR

Wyllie et al.[91] Yale New Haven
Hospital, USA

NA NA Self-collected saliva
followed by RT-
qPCR

Yokota et al.[128] Hokkaido University
Hospital, Japan

25/17 27-93 Self-collected saliva
followed by RT-
qPCR

Zhu et al.[129] Central Hospital of
Xiangtan, China

16/16 34-54 Self-collected saliva
followed by RT-
qPCR



36

Table 2.2: The qRT-PCR TaqMan primer/probe sets used for university screen-
ing and focused analysis. *Explanation for some of the TaqMan fluorophores and
quenchers used: IAbRQSp, Iowa Black Dark Quenchers RQ; IABkFQ, Iowa Black Dark
Quenchers FQ; ZEN, internal quencher; TexRd, Texas Red; HEX, Hexachloro-fluorescein;
FAM, fluorescein.



Chapter 3

Saliva TwoStep for rapid detection of asymptomatic SARS-CoV-2 carriers

Adapted from: Yang Q, Meyerson NR, Clark SK, Paige CL, Fattor WT, Gilchrist AR,
Barbachano-Guerrero A, Healy BG, Worden-Sapper ER, Wu SS, Muhlrad D, Decker CJ,
Saldi TK, Lasda E, Gonzales P, Fink MR, Tat KL, Hager CR, Davis JC, Ozeroff CD,
Brisson GR, McQueen MB, Leinwand LA, Parker R, Sawyer SL. Saliva TwoStep for rapid
detection of asymptomatic SARS-CoV-2 carriers. eLife. 2021 Mar 29;10:e65113.

3.1 Contributions

This study is the fruit of a combined effort of numerous scientists who worked together

in containing the spread of SARS-CoV-2 on campus. Back in March, 2020, when everything

was shutdown, we were granted essential worker status and tasked to come up with solutions

for an on-campus infection screening test. Due to the supply chain bottleneck, it became

increasingly difficult to order basic laboratory supplies, and especially the supplies for nasal-

swab based SARS-CoV-2 RT-qPCR test. In response, we came up with this saliva-based

rapid SARS-CoV-2 screening test based on isothermal amplification technology. Throughout

this process, I worked alongside with my colleagues, especially with Dr. Nick Meyerson in

designing, optimizing and validating the assay. I was responsible for designing the primers,

as well as optimizing the reaction condition for this screening test. In addition, with the help

from the university COVID-19 response team, I was hence able to carry out the validation

study that used hundreds of samples collected on campus. Eventually, I generated the figures
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and wrote the manuscript with guidance from Dr. Meyerson and my advisor Dr. Sawyer.

Together, none of this would be possible without all of the selfless scientists who helped

mitigate the SARS-CoV-2 outbreak on campus during 2020-2021 academic years, and they

are listed here as the co-authors of this manuscript.

3.2 Abstract

Here, we develop a simple molecular test for SARS-CoV-2 in saliva based on re-

verse transcription loop-mediated isothermal amplification (RT-LAMP). The test has two

steps: 1) heat saliva with a stabilization solution, and 2) detect virus by incubating with a

primer/enzyme mix. After incubation, saliva samples containing the SARS-CoV-2 genome

turn bright yellow. Because this test is pH dependent, it can react falsely to some natu-

rally acidic saliva samples. We report unique saliva stabilization protocols that rendered 295

healthy saliva samples compatible with the test, producing zero false positives. We also eval-

uated the test on 278 saliva samples from individuals who were infected with SARS-CoV-2

but had no symptoms at the time of saliva collection, and from 54 matched pairs of saliva

and anterior nasal samples from infected individuals. The Saliva TwoStep test described

herein identified infections with 94% sensitivity and >99% specificity in individuals with

sub-clinical (asymptomatic or pre-symptomatic) infections.

3.3 Introduction

Disease screening is one of the most basic and powerful tools in the public health

arsenal. Screening tests identify unknown illness in apparently healthy or asymptomatic

individuals. In the case of dangerous pathogens, screening tests serve to direct potential car-

riers of the pathogen into the healthcare system for confirmatory testing, and to alert them

that they could possibly infect others while they await confirmatory results. If dangerous

pathogens are spreading at high rates, individuals will need to be screened frequently. As

such, screening tests should operate with minimal requirements for laboratory equipment
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and labor, such that they are community-deployable and don’t burden the critical pipelines

for diagnostics. In the current SARS-CoV-2 pandemic, body temperature is a ubiquitous

screening test being used on apparently-healthy people around the world. However, using

elevated body temperature as a sign of SARS-CoV-2 infection lacks specificity for this par-

ticular pathogen and sensitivity in identifying asymptomatic carriers [130]. To help fill in

the need for more reliable screening tests, here we present a simple and portable assay that

detects the SARS-CoV-2 genome in saliva with specificity and sensitivity, even in samples

from individuals with no symptoms at the time of saliva collection.

LAMP (loop-mediated isothermal amplification) is a simple nucleic acid diagnostic

concept that has existed for more than 20 years [131]. It has been used in diverse and even

remote settings to test samples for the presence of viral nucleic acids [132, 133]. LAMP

utilizes loop forming primers and strand-displacement polymerases to achieve isothermal

amplification of a target nucleic acid template, and therefore does not require a thermal

cycler. LAMP assays can be performed anywhere because they simply require pipettors and

a heating source (e.g. water baths or heat blocks) as equipment [132]. LAMP assays offer ro-

bust amplification of target material and can produce on the order of 109 copies of the target

in an hour-long reaction [131]. Successful amplification in LAMP reactions can be directly

visualized by simply looking at the reaction tube, where the reaction mix changes color upon

successful target amplification. These colorimetric changes can be triggered by pH indicator

dyes or metal ion indicators, which change color when successful target amplification changes

the chemistry within the reaction tube [131, 134, 135]. If more sophisticated visualization

equipment is available, other indicators can used. Intercalating fluorescent DNA dyes or

quenched fluorescent probes can be used which emit fluorescent signal over time during am-

plification [136, 137]. Alternately, real-time measurements of turbidity in the tube can be

used to measure changes in turbidity resulting from magnesium pyrophosphate formation as

amplification proceeds [138]. RT-LAMP (reverse transcription - loop-mediated isothermal

amplification), where a reverse transcription step is added upstream of the LAMP reaction,
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adapts all of these protocols for detection of RNA. RT-LAMP with a simple visual color

change that occurs in sample tubes containing SARS-CoV-2 could be well suited as a rapid

and deployable community-based screening test [139].

Recent studies have shown that saliva has high diagnostic value for SARS-CoV-2 [45,

91, 92, 140, 141]. Compared to nasopharyngeal swabs, saliva samples harbor similar levels

of viral load while being easier to obtain via self-collection. Several groups have developed

RT-LAMP tests to detect SARS-CoV-2 in saliva samples [141–148]. However, due to pH

variability between saliva samples, RT-LAMP often has a high rate of false positives when

used with the common pH-dependent dye phenol red [136, 142]. In RT-LAMP reactions

containing phenol red, reactions start as pink/red but turn strongly yellow at pH 6.8 and

below. When RT-LAMP amplifies a target, hydrogen ions are released during dNTP incor-

poration. This causes a drop in pH within the tube to pH 6.0 – 6.5, triggering the color

change to yellow [135]. Human saliva naturally varies in pH between 6.8 and 7.4 [149], posing

a significant problem in this pH-dependent assay. In fact, we find about 7% of human saliva

samples are naturally acidic enough to immediately trigger phenol red-containing reactions

to change to yellow without any target amplification (Figure 3.1A Left). If acidic samples

are not anticipated and managed, colorimetric RT-LAMP has the potential to produce a

high false-positive rate.

Here, we combine the simplicity of RT-LAMP and the non-invasive nature of saliva

to develop an effective screening test for SARS-CoV-2. This test does not require RNA

purification but rather works directly with human saliva. We optimized a saliva stabilization

solution that 1) neutralizes the variability of human saliva and essentially eliminates false

positives, 2) lowers the viscosity of saliva, and 3) stabilizes RNA for analysis in the test.

We validated the RT-LAMP test using a large cohort of saliva and matched nasal swab

specimens collected from our local university population, comparing the test to two other

quantitative RT-PCR-based SARS-CoV-2 tests (one nasal test and one saliva test). We

found our optimized RT-LAMP procedure performs consistently with high specificity and
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sensitivity, even though our samples were largely from individuals who had no reported

symptoms at the time of sample collection. Based on our experience performing screening

on our university campus and elsewhere, we provide in the appendix extensive operational

details and recommendations for successful community deployment of this SARS-CoV-2

screening test.

3.4 Results

3.4.1 Optimized universal saliva stabilization conditions for RT-LAMP

To deal with the variability in pH of human saliva, we optimized a basic saliva sta-

bilization solution by titrating in various concentrations of sodium hydroxide (NaOH). We

performed this optimization using a control RT-LAMP primer set, “RNaseP,” which am-

plifies the mRNA transcript produced from the human POP7 gene (primer set developed

previously [150]). Our goal was to increase the pH of all saliva samples well above the indica-

tor flip-point of pH 6.8, while not making the samples so basic that they couldn’t reach this

pH upon successful target amplification. We found that human saliva containing 14.5 mM

NaOH is optimal to inhibit false positives caused by saliva acidity (N=96; Figure 3.1A, right)

without impeding the intended color change during amplification (Figure 3.1B). In addition,

we designed our saliva stabilization solution to also include a chelating agent (1 mM EDTA

final concentration) and Proteinase K to inhibit RNases, both of which help preserve virion

RNA and therefore to increase sensitivity (note that Proteinase K will inhibit the RT-LAMP

reaction if it does not go through a heat inactivation step prior to that reaction). Finally,

the saliva stabilization solution contains TCEP, which aids in RNA stabilization by break-

ing disulfide bonds present in RNases and helping to reduce saliva viscosity. Our optimized

saliva stabilization solution (2X solution: 5 mM TCEP, 2 mM EDTA, 29 mM NaOH, 100

µg/mL Proteinase K, diluted in DEPC-treated water) is key to this test. For additional

advice on controlling the acidity of reactions see the appendix.
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Figure 3.1: Optimized strategy for controlling natural variability in saliva pH.
(A) Here, saliva samples from 96 different individuals are analyzed for the prevalence of
natural acidity extreme enough to trigger the pink-to-yellow color change of phenol red even
before isothermal amplification. Each saliva sample was combined 1:1 with water (left)
or 2X saliva stabilization solution (right; methods) and heated at 95ºC for 10 minutes to
liberate RNA from virions. 2 µL of each was then added to 18 µL RT-LAMP reaction
mix (2X Colorimetric RT-LAMP Master Mix, RNase P primers, nuclease-free water). The
pictures show tubes immediately after samples and master mix are combined, before any
incubation steps are undertaken to commence isothermal amplification. With raw saliva,
7 out of 96 tubes turned yellow at this step (highlighted in red boxes). These are false-
positives, because no amplification reaction has occurred. None of these 96 saliva samples
mixed with saliva stabilization solution turned the reaction tube prematurely yellow. (B)
Here, we show the method that we had used to identify the ideal pH of the saliva stabilization
solution used in panel A and throughout this paper. We chose 4 normal and 4 acidic saliva
samples and mixed each 1:1 with 2X saliva stabilization solution containing NaOH at various
concentrations (final molarity of NaOH after mixing shown). Samples were then heated
at 95ºC for 10 minutes and combined with RT-LAMP reaction mix and control primers
recognizing the human RNase P transcript. Before incubation, all tubes should be pink, and
after incubation all tubes should be yellow. Based on this, the red box indicates the final
optimal NaOH concentration chosen.
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Figure 3.2: Optimized heat inactivation for safely detecting SARS-CoV-2 in
human saliva. (A) This experiment shows that heating at 95ºC for 10 minutes degrades
viral RNA when it is not in the form of virions. Saliva samples were diluted 1:1 with
saliva stabilization solution. In vitro transcribed SASR-CoV-2 RNA was spiked into the
diluted saliva to reach the indicated concentrations before (left) or after (right) the heating
at 95ºC for 10 minutes. To match other experiments, the indicated concentration represents
the copies of SASR-CoV-2 RNA in the original undiluted saliva. The samples were then
subjected to RT-LAMP at 65ºC for 30 minutes. In this colorimetric version of RT-LAMP,
reactions remain pink when no amplification occurred, and turned yellow if there was an
amplification event. An RT-LAMP primer set targeting the human RNaseP transcript is
included as a host RNA amplification control in addition to the three SARS-CoV-2 primer
sets shown in panel A. (B) This experiment shows that heating saliva at 95ºC for 10 minutes
does not degrades viral RNA when it is in the form of virions. Saliva samples were spiked with
the indicated concentrations of heat-inactivated SARS-CoV-2 virions before being diluted
1:1 with saliva stabilization solution. Samples were then heated at 95ºC for 10 minutes
and subjected to RT-LAMP similarly to the experiment shown in panel A. (C) Results
illustrate the optimal incubation time at 95ºC to liberate SARS-CoV-2 RNA from virions.
Saliva samples were spiked with the indicated concentrations of heat-inactivated SARS-
CoV-2 virions before being diluted 1:1 with saliva stabilization solution. Samples were then
heated at 95ºC for the indicated amount of time, and subjected to RT-LAMP similarly to the
experiment shown in panel B. Without heating, no SARS-CoV-2 RNA can be detected with
RT-LAMP, presumably because virions remain intact and the viral RNA is not accessible
by the amplification enzymes. Amplification is somewhat inconsistent at 5 and 30 minutes
possibly because at 5 minutes hardly any RNA has been liberated, and by 30 minutes it has
been largely degraded. However, 10 or 15 minutes at 95ºC appears to provide just the right
balance between liberating and preserving RNA. All reactions contain the AS1E primer set.
Duplicates are presented at each time point.
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Figure 3.3: Saliva samples are stable at 4ºC for at least 4 days before processing,
if stored in saliva stabilization solution. (A) Schematic of the experimental conditions.
(B) RT-LAMP reaction result before and after the isothermal amplification. Saliva samples
were spiked with heat-inactivated SARS-CoV-2 virions at the indicated concentration and
mixed 1:1 with saliva stabilization solution or nuclease-free water before/after storing at 4ºC
for 24, 48, 72 and 96 hours. Samples were then heated at 95ºC for 10 minutes and analyzed
using RT-LAMP with the indicated primer sets. Condition C, which is the condition used
in our test, performs robustly and is sensitive to the limit of detection even after 96 hours
storage at 4ºC. The stated limit of detection of 200 virions/µL is boxed.
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3.4.2 Optimized RT-LAMP primer sets for detecting SARS-CoV-2 in human

saliva

A critical parameter in RT-LAMP is primer design because RT-LAMP requires 4-6

primers all working together [131]. We found that the “AS1E” set, developed by Rabe et.

al. and targeting the ORF1ab region of the SARS-CoV-2 genome, performs very well [147].

However, in order to target two distinct regions from the SARS-CoV-2 genome, we designed

and tested a large number of additional primer sets. Two of our custom sets, “ORF1e” tar-

geting the virus ORF1ab gene, and “CU-N2” targeting the virus N gene, exhibited similar

sensitivity and amplification efficiency as the AS1E set, as determined using real-time fluo-

rescence monitoring of RT-LAMP products (Figure 3.4A, 3.5). We next confirmed that these

primer sets were both compatible with saliva preserved in our saliva stabilization solution

and with colorimetric RT-LAMP (Figure 3.4B).

3.4.3 Addressing biosafety concerns through heat inactivation

Next, we addressed the biosafety concerns of handling potentially infectious saliva sam-

ples. Recent studies suggest that incubation for 3 minutes at 95ºC is sufficient to inactivate

SARS-CoV-2 virions [151]. However, when heating saliva samples for downstream analysis

of RNA, one must balance heating long enough to liberate the target RNA from virions with

not heating for so long that the target RNA will be degraded. Heating at 95 ºC does degrade

SARS-2-CoV RNA that is spiked directly into saliva samples but does not degrade viral RNA

when it is spiked into samples within SARS-CoV-2 virions (Figure 3.2). A 10-minute incu-

bation of saliva samples at 95ºC was found to be optimal (Figure 3.2). We designed our

test procedure such that testing personnel avoid handling open tubes until after this step to

increase biosafety (Appendix).
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Figure 3.4: Optimized RT-LAMP primer sets for detecting SARS-CoV-2 in hu-
man saliva. (A) Three RT-LAMP primer sets targeting the SARS-CoV-2 genome (AS1E
[147], ORF1e, and CU-N2) were tested with real-time RT-LAMP. Saliva was mixed 1:1 with
2X saliva stabilization solution, heated at 95ºC for 10 minutes, and then spiked with in vitro
transcribed SARS-CoV-2 RNA at the indicated concentrations. 4 µL of this was added to
a master mix containing primers and NEB’s WarmStart LAMP 2x Master Mix in a final
reaction volume of 20 µL. Reactions were incubated at 65ºC and a fluorescence reading was
taken every 30 seconds. EvaGreen was used to monitor amplification products in real-time
(X-axis) using a QuantStudio3 quantitative PCR machine. There are 9 lines for each of
the three primer sets because three concentrations of spiked in SARS-CoV-2 RNA were each
tested in triplicate (0, 400, 800 copies / µL saliva). The saliva samples without SARS-CoV-2
RNA spike in are shown as flat lines. When concentrations are given herein, denominator
refers to the raw, pre-diluted saliva sample. The normalized change in fluorescence signal
(∆Rn) is shown on the Y-axis. B) Saliva mixed 1:1 with 2X saliva stabilization solution
was heated (95ºC for 10 minutes) and then spiked with SARS-CoV-2 RNA at the indicated
concentrations. Replicates were tested by RT-LAMP with the control RNaseP primer set
and three distinct SARS-CoV-2 primer sets (AS1E, ORF1e, and CU-N2). All samples scored
positive except those boxed, which are saliva samples that contain no SARS-CoV-2 RNA,
as expected.
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Figure 3.5: Saliva TwoStep primers will detect most or all currently circulating
viral variants of concern. (A) Genome map of SARS-CoV-2 with the regions targeted
RT-LAMP primers highlighted in red. SARS-CoV-2 genome map is adapted from BioRender.
B) Sequence alignments of regions of the key SARS-CoV-2 genome variants targeted by
RT-LAMP primer sets AS1E and CU-N2. Binding regions of each individual primer set
component is highlighted in underlying horizontal bars. The SARS-CoV-2 genome region
targeted by AS1E primer set is conserved among all variants. For CU-N2, the red box
highlights region of sequence variation that might render CU-N2 primer set less effective
to identify the UK and Brazil variants. The coordinate of the genome sequence is based
on the SARS-CoV-2 reference genome (NCBI NC 045512.2). The SARS-CoV-2 variant
representative genomes are downloaded from GISAID (South Africa Variant B.1.351: hCoV-
19/South Africa/KRISP-EC-K004572/2020; UK Variant B.1.1.7: hCoV-19/England/MILK-
9E2FE0/2020; Brazil Variant P.1: hCoV-19/USA/VA-DCLS-2185/2020).
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3.4.4 Assessment of sample stability during storage

Stability of saliva samples from the time of collection to the time of processing and

analysis is important if testing cannot be performed immediately, or if the tests are being

conducted in batches. Saliva samples containing purified virions and diluted with 2X saliva

stabilization solution were stored at 4ºC for 24, 48, 72, or 96 hours before being inactivated

at 95ºC and analyzed using colorimetric RT-LAMP (Figure 3.3). We tested saliva collection

and storage over a range of SARS-CoV-2 virion spike-in concentrations. We observed no

significant changes in sample stability and the test detection limit over this time course,

suggesting that saliva samples stored in saliva stabilization solution at 4ºC are stable for at

least four days.

3.4.5 Determining the limit of detection

We next sought to carefully evaluate the limit of detection for this test. The lowest

concentration at which positive samples were reliably identified was 200 virions/µL in saliva

(red box, summary table in Figure 3.6A). We next tested 20 replicates at this concentration

(200 virions/µL) using all four primer sets (Figure 3.6B). The ORF1e primer set was not

consistent in its performance at 200 virions/µL. Therefore, we decided to eliminate the

ORF1e primer set from our testing panel and define a final colorimetric RT-LAMP test that

includes primer sets RNaseP, AS1E, and CU-N2. Note that the limit of detection refers to

the virus concentration that can be identified > 95% of the time, and the assay does often

detect the virus at even lower concentrations.

We considered that contaminants in saliva and/or components of the saliva stabilization

solution might be suppressing the overall RT-LAMP reaction efficiency by acting in inhibitory

ways. On the contrary, we found that when synthetic SARS-CoV-2 RNA is directly added

to the RT-LAMP reaction mix (in the absence of saliva and the stabilization solution), we

were unable to achieve a better detection limit lower than 200 genome copies/µL (Figure
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3.7). This suggests the observed detection limit represents the upper performance limit of

the presented RT-LAMP assay, and the saliva and stabilization solution have little to no

negative impact to the test performance. In fact, multiple observations suggest that RNA

degradation is observed in the absence of stabilization solution, resulting in less consistent

testing results (Figure 3.1A; Figure 3.3; Figure 3.7).

We next performed a blinded study. Heat-inactivated virions were spiked into human

saliva at various concentrations at or above the limit of detection (200 virions/µL), and

these as well as uninfected saliva samples were blinded and passed to a second member of

our personnel. After running the RT-LAMP test on 60 such samples, only one positive

sample scored as inconclusive. In that sample the SARS-CoV-2 primer set CU-N2 failed,

while the other primer set detecting SARS-CoV-2 correctly identified the sample (Figure

3.8). All negative samples were scored correctly (100% specificity, binomial 95% confidence

interval [88%,100%]). Conservatively counting the inconclusive test as a false negative lead

to a sensitivity estimate of 97% (binomial 95% confidence interval [93%,100%]). See Figure

3.9C for a breakdown by primer set.

3.4.6 Evaluation on human samples

SARS-CoV-2 screening was initiated on the University of Colorado Boulder campus

starting in the summer/fall of 2020. Saliva samples were taken weekly from residents of

dormitories and at several testing sites throughout the campus. Participants were asked to

refrain from eating or drinking 30 minutes prior to sample collection, and to not participate

if they were experiencing any symptoms consistent with COVID-19. These individuals were

either pre-symptomatic at the time of saliva collection, or they never developed symptoms

throughout the course of infection (we don’t have the necessary follow-up data to delin-

eate these two outcomes). All saliva samples were first analyzed by a quantitative RT-PCR

method performed directly on saliva mixed 1:1 with 2X TBE buffer containing 1% Tween-20

[94]. An optimized multiplex quantitative RT-PCR reaction was used targeting the E and



50

Figure 3.6: SARS-CoV-2 virion limit of detection using RT-LAMP and saliva
samples. (A) Saliva samples were spiked with the indicated concentrations of heat-
inactivated SARS-CoV-2 virions (top) before being diluted 1:1 with 2X saliva stabilization
solution. Samples were then heated at 95ºC for 10 minutes and subjected to RT-LAMP at
65ºC for 30 minutes in 6 replicates. Each panel represents a unique primer set (listed at the
bottom of each panel). The table at the bottom shows a summary of positive reactions ob-
served (yellow). Red box indicates the determined RT-LAMP limit of detection (LOD). (B)
Saliva samples were spiked with heat-inactivated SARS-CoV-2 virions at a concentration of
200 virions/µL (the limit of detection of our assay) before being diluted 1:1 with 2X saliva
stabilization solution. Samples were then heated at 95ºC for 10 minutes and 20 replicates
of RT-LAMP with the indicated primer sets were incubated at 65ºC for 30 minutes. The
table at the bottom shows a summary of positive reactions (yellow). Red box indicates our
selection of primer sets to advance to subsequent analysis.
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Figure 3.7: Saliva stabilization solution containing NaOH does not lower sensitiv-
ity of colorimetric RT-LAMP detection of SARS-COV-2. (A) Here, the detection
limit of Saliva TwoStep RT-LAMP assay, in the absence of any saliva or saliva stabilization
solution, was assessed. This was explored in order to determine whether there might be
components of saliva or saliva stabilization solution that inherently lower test sensitivity be-
cause they are inhibitory to the RT-LAMP reaction. Here, synthetic SARS-CoV-2 RNA was
diluted in nuclease-free water. The diluted RNA was mixed with RT-LAMP reaction mix
and incubated at 65ºC for 30 minutes to allow isothermal amplification. Positive reactions
turn yellow. Two different primer sets that amplify SARS-CoV-2 were employed, AS1E and
CU-N2. The red box indicates the concentration at which positives were identified at least
95% of the time (here, 100% is achieved). That is defined at the limit of detection. Here, it
is 200 copies/µL, just as when saliva and saliva stabilization solution is used (see panel B,
and data figures in main paper). (B) Evaluation of RT-LAMP detection limit in the pres-
ence of saliva, but in the presence or absence of saliva stabilization solution. Saliva spiked
with heat inactivated SARS-CoV-2 virions at specified concentrations was mixed 1:1 with
stabilization solution (left) or nuclease-free water (right) and heated at 95ºC for 10 minutes
(RNA liberation) before being incubated at 65ºC for 30 minutes (isothermal amplification).
On the left, the saliva stabilization solution achieves a limit of detection of 200 virions /µL.
When virions are boiled without the saliva stabilization solution (right), very few reactions
turn positive and the pattern is unpredictable, presumably because virions and viral RNA
are destroyed.
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Figure 3.8: Blinded sample evaluation. Plain saliva, or saliva spiked with heat-
inactivated SARS-CoV-2 virions at different concentrations, was heated at 95ºC for 10 min-
utes. Samples were then analyzed using RT-LAMP by a researcher that did not know the
true state of each sample. Experiments in figure) For each sample, three reactions were per-
formed as indicated by each triplet of tubes. By looking at the patterns of yellow and pink
results in each triplet, samples were scored according to the table below. The true status
and observed result of each sample are listed to the right (P = Positive, N = Negative, I
= Inconclusive). A white box on the triplet is shown if the sample contained SARS-CoV-2.
One sample resulted in inconclusive test result. This sample did have SARS-CoV-2 spiked
into it, but one of the SARS-CoV-2 primer sets failed to produce a signal (CU-N2). This
failed reaction is still pink (negative) even though the tube has 2xLOD virus. 1X LOD = 200
virions/µL. Summary statistics for this experiment are provided in second and third tables
below.
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N gene regions of the SARS-2-CoV genome (see methods). From these, all positive samples

with viral load above the quantitative RT-PCR detection collected during September 16 –

September 25, 2020 (N=278), and size matched 295 negative samples were next re-evaluated

with RT-LAMP. Each SARS-CoV-2-positive saliva sample has a Ct value associated with it

from the quantitative RT-PCR test conducted by the campus testing team (Figure 3.11).

Because positive results in our university screening regimen result in the tested individual

being directed to their healthcare provider for confirmatory testing, positively tested indi-

viduals were removed from the sampling pool. Thus, most positive samples are from unique

individuals, with a few exceptions.

Saliva samples had already been heat inactivated for 30 minutes at 95°C as the ini-

tial step of the quantitative RT-PCR protocol. Since the heating component of our Saliva

Preparation step had already been performed, an aliquot of the heated saliva sample was

transferred into our 2X saliva stabilization solution (without Proteinase K) and then put

through the RT-LAMP reaction as described above. For each of the 573 samples, three

RT-LAMP reactions were performed with different primer sets: RNaseP (positive control),

AS1E, and CU-N2 primer sets (the latter two sets detecting SARS-CoV-2). During this part

of the study, we noticed that decreasing the input sample amount (saliva + saliva stabi-

lization solution) from 4 µL to 2 µL in a total reaction volume of 20 µL further increases

tolerance of the RT-LAMP reaction color to acidic saliva samples because less saliva is added.

We thus reduced the input sample amount to 2 µL when evaluating these human samples.

For all 573 samples, RT-LAMP with primers to human RNA positive control (RNaseP)

correctly turned positive (yellow).

Specificity: 295 saliva samples that tested negative for SARS-CoV-2 by quantitative

RT-PCR were used for evaluation. We re-tested all of those samples with RT-LAMP to

evaluate our false-positive rate. Remarkably, for all 295 SARS-CoV-2-negative samples,

AS1E and CU-N2 primers sets both universally returned a result of negative, consistent

with the quantitative RT-PCR results. Therefore, there was zero false positive, and the test
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has a specificity of 100% in this extensive sample set. This shows the strength of our saliva

stabilization solution, which mitigates the problem of false-positives in RT-LAMP due to

some human saliva samples being naturally acidic.

Sensitivity: We next analyzed 278 SARS-CoV-2-positive saliva samples with viral

loads determined based on direct quantitative RT-PCR Ct values using a primer set directed

against the nucleocapsid (N) gene of SARS-CoV-2 (see methods). All Ct values reported in

this study are from this primer set. We determined the relative viral load of each positive

saliva sample based the quantitative RT-PCR standard curve generated by our university

testing lab (Figure 3.10). Among all positive samples, 208 (74.8%; AS1E primers) and 182

(65.5%; CU-N2 primers) returned positive RT-LAMP test results (Figure 3.9A). Although

both primers sets were still able to detect SARS-CoV-2 RNA below the experimentally

determined detection limit (200 virions/µL), we observed a decline in the test sensitivity

below such limit (Figure 3.9B). Of the 168 positive samples that contain greater viral load

than RT-LAMP limit of detection, 158 (94%; AS1E primers) or 142 (85%; CU-N2 primers)

returned positive RT-LAMP test results (Figure 3.9A). In Figure 3.9C, we summarize the

performance of each primer set in both this test of human saliva samples and in the spiked in

virion experiments described above (Figure 3.8). The observed limit of detection of the AS1E

primer set was determined from this data to be 266 virions/microliter. The strong congruence

with our prior estimate of 200 virions/microliter demonstrates that heating for 30 minutes

prior to adding stabilization solution and using 2 µL of saliva plus stabilization solution,

instead of 4 µL, both have very little effect. Because the AS1E primer set performs best

throughout our study, we include that as the main primer set in our final test configuration,

which we refer to as the Saliva TwoStep test. However, the CU-N2 primer set still performs

well and can be used when it is desirable to detect a second region of the SARS-CoV-2

genome.

Test sensitivity as a function of viral load in the sample: For both primer sets,

we calculated the sensitivity (positive agreement with quantitative RT-PCR) and specificity
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Table 3.1: Summary of RT-LAMP evaluation in human samples.

(negative agreement with quantitative RT-PCR) of the RT-LAMP test at various levels of

viral load cutoffs (Figure 3.9B, Table 3.1). The differences in the observed limit of detec-

tion between the two SARS-CoV-2 primer sets could reflect the differences in the primer

efficiencies, as well as the dynamics in relative viral transcript abundance [116].

3.4.7 Assessment of Saliva TwoStep against a nasal swab test.

Of the 278 SARS-CoV-2-positive saliva samples analyzed above, 54 also had matched

nasal samples collected no more than two days later. In some cases, individuals may have

developed symptoms by the time follow-up nasal swabs were taken, so we can make no claims

about symptomatic status at the time of nasal swab. We next compared the results of the

Saliva TwoStep test with the result obtained by the Quidel Lyra direct nasal swab RT-PCR

test. Compared to the quantitative RT-PCR on saliva results, the RT-LAMP produced three

false negative in this sample set, whereas the Lyra nasal swab test produced eight (Figure

3.12A). However, this is still remarkably consistent given that this comparison involves three

degrees of freedom: biosample (saliva versus nasal swab), test modality (RT-PCR versus

RT-LAMP), and days between saliva and nasal samples collection (up to two days apart).

A summary of how these first two degrees of freedom affect test congruency are shown in

Figure 3.12B.
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Figure 3.9: Evaluation of RT-LAMP on SARS-CoV-2-positive saliva samples
from individuals with no reported symptoms at the time of sample collection.
(A) We re-analyzed university saliva samples that had been previously analyzed for SARS-
CoV-2 using quantitative RT-PCR with a primer set against the N gene of SARS-CoV-2 (see
methods). The remaining saliva was mixed 1:1 with 2X saliva stabilization solution (with-
out Proteinase K) and re-tested using RT-LAMP. The results of RT-LAMP are compared
to relative saliva viral load determined by quantitative RT-PCR. The figure shows the dis-
tribution of the viral load of all 278 positive saliva samples separated by the corresponding
RT-LAMP reaction results with either the AS1E or CU-N2 primer-set. (B) Saliva TwoStep
RT-LAMP test sensitivity as a function of the cycle threshold (Ct) from the quantitative
RT-PCR results of the corresponding SARS-CoV-2 positive saliva samples. (C) A summary
of the sensitivity and specificity of the Saliva TwoStep test from the blinded sample evalu-
ation described above and shown in Figure 3.11 (top), and from both the data in panel A
(bottom).
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Figure 3.10: Quantitative RT-PCR standard curve used to determine the Ct
value to virion/µL calculation 10,000 copies/µL of heat deactivated SARS-CoV-2 virus
was spiked into negative saliva specimens from 6 different volunteers and incubated for 30
minutes at 95ºC. Samples were diluted to indicated concentrations using heat-treated saliva
without SARS-CoV-2 addition from the same individual. The standard curve for the primer
set targeting SARS-CoV-2 N gene is generated from the linear regression analysis and is
illustrated with 95% confidence interval.

Figure 3.11: Near normal distribution of quantitative RT-PCR raw Ct values of
SARS-CoV-2 N gene from positive individuals. Between September 16 – September
25, 2020, 8836 saliva samples were screened for SARS-CoV-2 using the direct quantitative
RT-PCR method. (A) The amplification of SARS-CoV-2 N gene is detected in 347 samples
and the Ct value distribution is illustrated. Samples with Ct values above the qRT-PCR
limit of detection (Ct¡34, Dark Grey, N=278) were considered SARS-CoV-2 positive and used
for RT-LAMP TwoStep validation. (B) Quantile-quantile plot of the SARS-CoV-2 N Ct
values indicates near normal distribution within the linear range of qRT-PCR (D’Agostino
test, K2=9.07, p-value=0.011).
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Figure 3.12: Assessment of Saliva TwoStep against a nasal swab test. (A) Matched
nasal swabs and saliva from 54 individuals were analyzed (all of whom were SARS-CoV-2
positive at the time that these samples were collected, as verified by saliva direct quantitative
RT-PCR test). Nasal swab samples from the same individuals were collected within 2 days
of positive saliva test, and tested using the Quidel Direct Lyra RT-PCR test. The saliva
samples from those same individuals were tested with the Saliva TwoStep test. Data points
represent individuals (n = 54), and the corresponding test result is color-coded: positive,
yellow; negative, grey. (B) Positive test agreement between Saliva TwoStep and the two
comparator tests. The nature of the sample used by each test (nasal swab or saliva), and
the test chemistry (quantitative RT-PCR or RT-LAMP) are delineated.
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3.4.8 Final test conditions

From the experiments described above we selected the final optimized conditions for

our Saliva TwoStep test. The two steps have an end-to-end processing and analysis time

of approximately 45 minutes (Figure 3.13). For additional application details regarding

the testing station setup, sample collection, and overall workflow of employing this test for

community screening, please refer to the appendix below.

Step 1. Prepare Saliva: Collect saliva, combine 1:1 with 2X saliva stabilization

solution and incubate at 95ºC for 10 minutes. Note: We have determined that performing a

heating step at 95ºC for 30 minutes in a water bath, before addition of the saliva stabilization

solution, also works reasonably well. However, in this case Proteinase K must be omitted.

Step 2. Detect Virus: Incubate at 65ºC for 30 minutes: 2 µL diluted saliva from

step 1, 10 µL 2X NEB Colorimetric RT-LAMP enzyme mix, 6 µL of nuclease-free water and

2 µL 10x primer mix for a final reaction volume of 20 µL.

Step 3. Reaction Inactivation (optional): Stop reaction at 80ºC for 2 minutes.

This stabilizes color so that results can be analyzed at a later time. The multiple heating

steps here may be programmed into a thermal cycler for maximum convenience, but this is

not necessary.

3.5 Discussion

There are several advantages to the SARS-CoV-2 Saliva TwoStep RT-LAMP screen-

ing approach described herein: 1) The use of saliva eliminates invasive nasal swab-based

sampling, which requires special supplies and causes discomfort. 2) We optimized saliva

stabilization solution that allows for the neutralization of a broad range of naturally acidic

saliva samples while maintaining compatibility with a colorimetric RT-LAMP assay. The

solution also helps preserve saliva samples for at least four days before processing and lowers

saliva viscosity. 3) We determined the optimal sample heating condition that liberates the



60

Figure 3.13: Two step detection of SARS-CoV-2 in saliva. Upper half) Step 1:
Prepare Saliva. Person provides 1 mL of saliva, and 1 mL of 2X saliva stabilization solution
is then added to it. (This sample can be processed immediately or stored in the refrigerator
at 4ºC for at least 4 days.) The mixture is heated at 95ºC for 10 minutes. This step serves
to neutralize the pH of saliva, liberate viral RNA from virions in the saliva, and inactivate
virions for safe handling (although appropriate safety precautions should always be taken).
We have determined that performing a heating step at 95ºC for 30 minutes in a water bath
before addition of the saliva stabilization solution also works equally well. However, in this
case Proteinase K must be left out of that solution.
Lower half) Step 2: Detect Virus. 2 µL of stabilized saliva from step 1 is pipetted into
each of three test tubes pre-filled with the RT-LAMP master mix and primers. The only
thing different between the three tubes is the primer set included, with each set targeting
either the human positive control RNA or a region of SARS-CoV-2 RNA, as indicated. After
incubation, the reaction will turn from pink to yellow if the target RNA is present in saliva.
An example of a positive and a negative test are shown. Graphic by Annika Rollock.
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host and viral RNA with minimal degradation. The simple heating step increases biosafety

and avoids formal RNA extraction procedures. 4) For RT-LAMP, we incorporated additional

primers based on up-do-date SARS-CoV-2 genome databases and identified primers allow-

ing efficient target amplification. These primers are expected to work on most of all viral

variants currently circulating (Figure 3.5). Overall, with the simplified two steps of saliva

preparation and virus detection, the test has a rapid sample-to-result turnaround time of 45

minutes.

Through the optimization process, we identified other potential sources of false positive

results and provided a detailed summary for troubleshooting (Methods and Appendix). In

addition, from our experience of the actual deployment of this screening test, we summarized

the standard operational procedures for saliva sample collection, including the design of a

stabilization solution dispensing apparatus to preserve samples while avoiding environmental

contamination and protecting workers (Figure 3.14; Appendix). By strictly following these

application notes, we completely avoided false positive results during the evaluation of a large

cohort of human saliva samples, achieving 100% specificity. We also evaluated the RT-LAMP

test performance based on the experimentally determined limit of detection. Using SARS-

CoV-2 positive human saliva samples, we confirmed that the RT-LAMP test can consistently

identify infected individuals with 94% sensitivity.

During the test development and optimization, we have also explored additional meth-

ods that may help enhance the RT-LAMP test performance and consistency. Previous work

suggests that the addition of 40 mM of guanidine chloride in the RT-LAMP reaction mix

could increase RT-LAMP amplification efficiency [124]. However, we did not observe similar

enhancement when included in our experiments. To further prevent carry over contamina-

tion [152], the usage of dUTP and uracil-DNA-glycosylase-containing RT-LAMP reaction

mix can be considered. Previous studies have shown that the addition of this alternative

master mix does not affect the RT-LAMP limit of detection [134, 153].

Saliva TwoStep requires less sample processing, reaction incubation time, and labora-
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tory overhead as compared to quantitative RT-PCR methods. The result is the ability to

run significantly more tests with a given amount of resources. Based on these observations,

we conclude that the Saliva TwoStep test described herein can be used as a SARS-CoV-2

screening tool to reliably identify highly infective individuals with minimal laboratory setup,

potentially serving as a tool for effective SARS-CoV-2 surveillance at the community level.

This RT-LAMP testing offers many solutions to a nation-wide shortage of COVID-19 test-

ing. With minimal set-up this test could be performed in diverse settings such as factories,

office buildings, or schools.

3.6 Methods

3.6.1 RT-LAMP primer design and preparation

Regions of the SARS-CoV-2 genome that are conserved among strains were identified

using genome diversity data from NextStrain (nextstrain.org/ncov/global). Next, nucleotide-

BLAST (blast.ncbi.nlm.nih.gov) was used to filter out genome sequences that share high

sequence homology with other seasonal coronavirus genomes. Finally, PrimerExplorer V5

(primerexplorer.jp/e/) was used to design RT-LAMP primers targeting the specific regions

of SARS-CoV-2 genomes. The F3, B3, FIP, BIP, Loop F and Loop B primers were selected

for optimal melting temperature and complementarity using A plasmid editor (ApE). All

primers were ordered from IDT in desalted form. In all cases, a 10X concentration of primer

sets was made containing 16 µM FIP and BIP primers, 4 µM LF and LB primers, and 2 µM

F3 and B3 primers. All primers should be ordered with HPLC purification, which ensures

the yield and avoids cross contamination from other SARS-CoV-2-related synthesis projects

being run on the same equipment at the oligo synthesis facilities (which can lead to false

positives). This is particularly a problem during a pandemic where these facilities are han-

dling many oligo synthesis orders focused on the same pathogen[154]. It is also recommended

that you communicate with the primer synthesis company to inform them that primers are
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Figure 3.14: Diagrams of the saliva stabilization solution dispensing apparatus.
(A): CAD model of dispensing apparatus showing components. Custom solution dispens-
ing apparatus fabricated from machined and solvent welded .236in polycarbonate (Tuffak).
Polycarbonate is chosen for visibility, strength, and ability to withstand cleaning solvents
such as ethanol. This device prevents the need for staff to directly handle uncapped and
potentially infectious sample prior to inactivation, limits splash and aerosol exposure risk,
and prevents cross-contamination of samples during solution addition step. (B) Diagram
illustrates the operation of the dispensing apparatus. Position 1: Tray is extended towards
the testing participant and sample tube is seated in tray. Bottle containing stabilization so-
lution and assembled with bottle top dispenser is seated in back section of apparatus. Staff
moves tray towards themselves by gently pulling on handle until the tray is seated against
back wall of the apparatus. Position 2: Sample tray is positioned against the back wall of the
apparatus. This brings the sample tube and dispenser nozzle into a set orientation under-
neath the removable cover assembly. Sample collector uses bottle top dispenser to add 1mL
of stabilization solution to sample then pushes sample tray back to the testing participant.
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intended for use with a SARS-CoV-2 screening test. Several companies have dedicated fa-

cilities for minimizing cross-contamination of SARS-CoV-2 templates. In addition, primers

should be diluted in nuclease-free water, instead of Tris-EDTA (TE) buffer, which will also

inhibit pH change that takes place during RT-LAMP.

3.6.2 SARS-CoV-2 RNA and virion standards

Synthetic SARS-CoV-2 RNA control (Twist Bioscience #102019) was obtained and its

copy number of 1x106 copies/µL was confirmed using quantitative RT-PCR in conjunction

with a DNA plasmid control containing a region of the N gene from the SARS-CoV-2 genome

(IDT #10006625). Heat-inactivated SARS-CoV-2 virion control (ATCC #VR-1986HK) was

obtained and its concentration of 3.75x105 virions/µL was confirmed using quantitative RT-

PCR in conjunction with both the synthetic SARS-CoV-2 RNA control and a DNA plasmid

control containing a region of the N gene from the SARS-CoV-2 genome. SARS-CoV-2

RNA was added to saliva samples after being mixed 1:1 with saliva stabilization solution

and heated at 95ºC for 10 minutes, unless stated otherwise, whereas heat-inactivated SARS-

CoV-2 virions were added to saliva samples and mixed 1:1 with saliva stabilization solution
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before being heated. Concentrations reported throughout this study represent the final

concentration of standards in saliva before it was mixed 1:1 with 2X saliva stabilization

solution.

3.6.3 Saliva preparation with heat and stabilization solution

When making the 2X saliva stabilization solution, we offer several key pointers: 1) Use

TCEP-HCl (GoldBio #TCEP10). The -HCL form must be used to produce the correct final

stock pH. 2) Use EDTA, 0.5 M, pH 8.0 (Sigma-Aldrich #324506). It is important to use a

pH 8.0 stock solution, otherwise this also affect the pH of the final stabilization solution. 3)

Use lyophilized Proteinase K (Roche #3115879001). It is important to use the lyophilized

form. Liquid forms will contain Tris, which inhibits the pH change during the RT-LAMP

reaction. 4) 10 M NaOH was prepared by dissolving NaOH pellets (Sigma-Aldrich #221465)

into nuclease-free water, before being added to the 2X solution to reach the correct concen-

tration. The following is the exact recipe that we used to create a 100mL stock of 2X saliva

stabilization solution:

Saliva samples (1 mL) were collected in sterile, nuclease-free 5 mL conical screw-cap

tubes (TLD Five-O #TLDC2540). 2X saliva stabilization solution described above was then

added at a 1:1 ratio. Samples were shaken vigorously for 5 -10 seconds and incubated at

95ºC for 10 minutes. Samples were then placed on ice before being used in downstream
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analyses (Detailed sample collection procedure is described in the Appendix).

3.6.4 Real-time RT-LAMP

For each reaction, 10 µL WarmStart LAMP 2X Master Mix (NEB #E1700) was com-

bined with 1 µL 20X EvaGreen Dye (Biotium #31000), 2 µL 10X primer mix, and 3 µL

DEPC-treated water. The combined reaction mix was added to MicroAmp Optical 96-Well

Reaction Plate (ThermoFisher #N8010560) and then 4 µL processed saliva sample was

added. The reaction was mixed using a multi-channel pipette and incubated in Applied

Biosystems QuantStudio3 Real-time PCR system. The reaction proceeded at 65ºC for 30

minutes with fluorescent signal being captured every 30 seconds. The results were visualized

and analyzed using ThermoFisher’s Design and Analysis software.

3.6.5 Colorimetric RT-LAMP

WarmStart Colorimetric LAMP 2X Master Mix (NEB #M1800) was used in all col-

orimetric RT-LAMP reactions. Each reaction was carried out in a total of 20 µL (10 µL

WarmStart Master Mix, 2 µL 10X primer mix, 4 µL processed saliva sample, and 4 µL

DEPC-treated water). Reactions were set up in PCR strip tubes on ice. Saliva template was

added last and tubes were inverted several times to mix samples and briefly spun down in

a microfuge. Reactions were incubated in a thermal cycler at 65ºC for 30 minutes and then

deactivated at 80ºC for 2 minutes. The incubation was carried out without the heated lid to

simulate a less complex heating device. Images of reactions were taken using a smartphone.

For the community deployment of this assay, 2 µL of processed saliva was used instead of 4

µL.

3.6.6 Testing of University Samples

The University of Colorado Boulder SARS-CoV-2 screening test was loosely based on

a published quantitative RT-PCR reaction performed directly on saliva [94], which has a
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limit of detection of 5 virions/µL. Some modifications were made, as described here. For

sample collection, individuals were asked to collect no less than 0.5 mL of saliva in a 5 mL

screw-top collection tube. Saliva samples were heated at 95ºC for 30 minutes to inactivate

the viral particles for safe handling, and then placed on ice or at 4ºC. For quantitative

RT-PCR analysis, the university testing team transferred 75 µL of saliva into a 96-well

plate, where each well had been pre-loaded with 75 µL 2xTBE buffer supplemented with

1% Tween 20. (The remaining saliva in the 5 mL collection tube proceeded to RT-LAMP

testing as described in the next paragraph). Next, 5 µL of this diluted sample was added to a

separate 96-well plate containing 15 µL reaction mix composed of: TaqPath 1-step Multiplex

Master Mix (Thermo Fisher A28523), nuclease-free water, and triplex primer mix consisting

of primer and probe sets targeting SARS-CoV-2 E and N genes and human RNase P gene

(sequence and concentration specified in the table below). The reactions were mixed, spun

down, and loaded onto a Bio-Rad CFX96 or CFX384 qPCR machine. Quantitative RT-PCR

was run using the standard mode, consisting of a hold stage (25ºC for 2 minutes, 50ºC for 15

minutes, and 95ºC for 2 minutes) followed by 44 cycles of a PCR stage (95ºC for 3 seconds,

55ºC for 30 seconds, with a 1.6ºC/sec ramp up and ramp down rate). Only Ct values from

the N primer set are reported in the study herein, and used to calculate relative sample viral

load based on the standard curve shown in Figure 3.10.

Leftover samples from this testing procedure were then tested with RT-LAMP. 50 µL

of saliva samples was transferred and mixed into a 96-well plate, pre-loaded with 50 µL 2X

saliva stabilization solution without proteinase K (5 mM TCEP-HCL, 2 mM EDTA, 29 mM

NaOH, diluted in DEPC-treated water). 2 µL of diluted saliva samples were transferred

into 8-strip PCR tubes containing RT-LAMP reaction mixture (enzymes and primers). For

each sample, three RT-LAMP reactions were carried out to amplify human RNaseP as a

control and AS1E and CU-N2 for SARS-CoV-2. The reactions were incubated at 65ºC for

30 minutes followed by inactivation at 80ºC for 2 minutes on a thermal cycler (Bio-RAD

T100). A color change from pink to yellow was observed visually to interpret results.
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3.7 Appendix: Saliva TwoStep SARS-Cov-2 Screening Test Implementation

Notes

3.7.1 Recommended procedures for sample collection

When deploying Saliva TwoStep RT-LAMP screening test, it is important to set up

saliva sample collection sites that allow large numbers of participants to move through the

sample collection process quickly and smoothly. In addition, it is important to exercise extra

precautions to avoid sample cross contamination as well as the exposure of the sample or

stabilization solution. With this in mind, we have designed and optimized a saliva sample

collection workflow that utilizes a customized stabilization dispensing apparatus (Figure

3.14):

1. At the designated sample collection site, the screening test participants retrieve a 5

mL screw cap tube (MTC Bio #C2530) and collect passive drool into the 5mL tube until

liquid saliva reaches the 1mL graduation mark. Bubbles do not contribute towards the 1mL

volume.

2. After collecting saliva, the testing participants submerge capped 5 mL collection

tube in a 250mL beaker with 70% ethanol to decontaminate the surface. They then remove
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the tube, carefully uncap it, and place it in the slot of the dispensing apparatus sample tray

while in Position 1 (Figure 3.14).

3. Staff then move the sample tray towards themselves by gently pulling on sample

tray handle until it is seated against the back wall and the sample tube is underneath the

cover assembly and centered under the dispenser nozzle (Figure 3.14B Position 2). This

partially enclosed space limits the potential risk of splashes and aerosols during this solution

addition step.

4. Staff then use the bottle top dispenser (Fisher Scientific #13681527) to gently add

1mL of stabilization solution into sample tube (for an approximate 1:1 ratio of sample to

solution). The apparatus holds the dispenser nozzle and sample tube in a fixed orientation

to prevent cross contamination during this step.

5. Staff slide the sample tray containing the collection tube back towards the partic-

ipant. The participant re-approaches to cap their sample with the screw-top lid, shakes it

vigorously for 5-10 seconds to mix, cleans the surface with a wipe or by dunking in disinfec-

tant, and places it on ice.

6. Staff then heat-inactivates the sample on-site by incubating it in a 95°C water bath

or heat block (heat block preferred for minimizing spill risk) for 10 minutes.

7. Before the next testing participant approaches, staff sprays the sample tray with

disinfectant.

8. Staff subsequently stores the inactivated sample on ice in a cooler and then trans-

ports it to Saliva TwoStep RT-LAMP testing area (see below).

3.7.2 Biosafety note

Staff involved in saliva collection should wear all appropriate PPE including a fit-

tested N95 mask. Regular surface decontamination is performed with 70% ethanol or bleach

in the case of spills. Heating elements and cords are secured and situated away from foot

traffic. Collection takes place outdoors for ventilation purposes whenever possible. Subjects
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maintain 10-foot distance from each other while unmasked and producing samples. Hand

sanitizer is provided before and after collection procedure. Protocols were approved by the

Institutional Biosafety Committee.

3.7.3 Collection site material list

Staff set up a table with the following supplies: (1) 250mL plastic beaker with 70%

ethanol, (1) 250mL plastic beaker with 10% bleach, (2) spray bottles with 70% ethanol,

(1) dispenser apparatus (custom polycarbonate device) with bottle top reagent dispenser

(Fisher) and 100mL glass bottle with stabilization solution, (1) ice bucket with ice, (1) water

bath with tube rack and temperature probe, (1) digital timer, (1) cooler with ice. Additional

items include paper towels, trash receptacles, spill kits, power cords, hand sanitizer, and

additional PPE, ethanol, and bleach. Quantities can be scaled up as needed.

3.7.4 Recommended testing lab setup

3.7.4.1 Controlling acidic and variable human saliva samples

We found that the biggest obstacle to implementing the colorimetric RT-LAMP assay

is the variability in the reaction pH condition. First, false-positive signal can result from

saliva samples that are naturally acidic. We spent significant time addressing this issue

and ultimately found that all samples must be rendered basic as described in the article in

order to set the correct threshold for specificity in the test. This was achieved through a

titration series of sodium hydroxide in the saliva stabilization solution to find the optimal

concentration that would ensure all RT-LAMP reactions start pink and are still capable of

turning yellow if amplification occurs. However, note that other components in the saliva

stabilization solution (EDTA, pH=8.0, and TCEP-HCl) have also played a role in establish-

ing the optimal pH. Additional saliva stabilization solution optimization might be needed if

other forms of these components are used. Second, the colorimetric RT-LAMP reaction relies
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on phenol red to detect the pH change during the amplification. Any additional buffering

agents, such as tris-acetate or tris-borate that are commonly present in laboratory reagents,

should be avoided to prevent potential false negative signals, as these buffering agents tend

to inhibit the pH change.

3.7.4.2 Controlling reaction acidification by carbonic acid

See also Thi et al [155] for additional, excellent advice.

A second issue that has to be carefully controlled is the exposure of reaction compo-

nents to the surrounding environment. When carbon dioxide from the atmosphere dissolves

in water, it creates carbonic acid, which if present in high enough quantities can trigger the

phenol red to turn yellow regardless of reaction state. Control measures should be imple-

mented in three ways: First, we advise preparing the reaction mix (RT-LAMP master mix,

primers, and water) right before sample loading. This is to prevent background amplification

as well as the acidification of the reaction mix due to exposure to air. For this reason, we

advise against the use of 96-well plates. Additionally, dry ice should be avoided or completely

isolated from the reaction components during sample transportation, as the exposure to the

excessive carbon dioxide could also lead to acidification of the reaction mix. Second, during

the 30-minute 65ºC incubation, it is essential to completely seal off the reaction tubes to

prevent vaporization of the reaction mix, as well as the infiltration of the water vapor if a

water bath is used. We have noticed that an incomplete seal could lead to false positive

signals. Last, because RT-LAMP amplification is highly robust, the test is very sensitive

to contamination [152]. Therefore, opening of reaction tubes after RT-LAMP has occurred

should be strictly avoided as these tubes contain a large amount of target DNA. Alterna-

tively, the NEB WarmStart LAMP 2X Master Mix with UDG (NEB M1804) can be used

to eliminate DNA contamination. Through these results are not shown, we have verified the

same limit of detection can be reach using this alternative master mix.



72

3.7.4.3 Controlling laboratory-based contamination

See also Davidi et al [152] for additional, excellent troubleshooting advice. When

carrying out the RT-LAMP SARS-CoV-2 screening test at scale, it is critical to assign

isolated workstations, each containing their own set of laboratory equipment such as pipettes,

centrifuges, vortexes, and cleaning supplies. This equipment should never move between

stations and be regularly decontaminated using a detergent based cleaning solution such as

10% bleach or any other commercially available solution designed to eliminated nucleic acid

contaminants. Additionally, special care should be taken by laboratory staff to regularly

replace gloves if moving backwards from the following workstations:

Workstation 1: Setting up master mixes. This workstation is dedicated to making

and aliquoting the master mix containing the RT-LAMP enzymes, primers, and water. All

reagents should be centrifuged and spun down after thawing. As mentioned above, master

mix should be made and aliquoted shortly before addition of saliva (Workstation 2) to avoid

carbon dioxide solubilization due to atmospheric exposure.

Workstation 2: Adding saliva samples to aliquoted RT-LAMP reaction tubes. This

workstation is dedicated to handling the processed saliva samples. Once saliva samples are

added to the aliquoted RT-LAMP reaction tubes, care should be taken to ensure that an

appropriate seal is established (e.g. dome cap strips) to minimize airflow during reaction

incubation. This workstation should include two micropipettes capable of pipetting a volume

of 2 µl. One pipette can be used for saliva samples, while the other pipette should be used

exclusively for pipetting any RNA controls (e.g. in vitro transcribed SARS-CoV-2 RNA).

Workstation 3: RT-LAMP reaction incubation and results reporting. This workstation

contains the heating element (e.g. heat block, thermal cycler) where RT-LAMP reactions

are incubated. This Workstation has the highest risk of contamination, since the RT-LAMP

reaction products will be in high abundance and can themselves serve as a template in

subsequent reactions. When reactions are removed from the heating element, they should
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immediately be analyzed, results recorded, and then reaction tubes should be disposed in

a container with a lid. Never carry completed reaction tubes to any other part of the lab.

Never open completed reaction tubes for any reason. Any laboratory technician that has

entered Workstation 3 should dispose of their gloves before returning to any other part of

the lab.



Chapter 4

A universal immune response to diverse pathogenic infections can be measured

in human saliva

Adapted from: Yang Q, Meyerson NR, Paige CL, Morrison J, Clark SK, Fattor WT,
Decker C, Steiner H, Lian E, Perera R, Poeschla E, Parker R, Dowell RD, Sawyer SL. A
universal immune response to diverse pathogenic infections can be measured in human saliva.
In preparation. 2022.

4.1 Contributions

This is a highly collaborative project among several laboratories across University of

Colorado Boulder and Anschutz Medical Campuses. I joined this project at its early days,

helped layout the logistics of sample collection and processing, and was responsible for some

of the RNA purifications from in vitro and clinical samples. Further, I carried out all of the

computational analyses of sequencing data, helped design the multiplex TaqMan RT-qPCR

panel, and performed the subsequent RT-qPCR analyses. With the help of my mentors, I

generated the figures and wrote the following manuscript. But this project would not be

possible without all of the wonderful people listed here as the co-authors. I am grateful for the

help from Dr. James Morrison (Poeschla Lab), Camille Paige, Will Fattor and Kyle Clarks

(Sawyer Lab) for collecting the valuable clinical and student samples and their involvement

in the initial study design. Dr. Carolyn Decker and Halley Steiner (Parker Lab) were the
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key drivers for figuring out how to process the saliva samples for RNA sequencing. The

in vitro infection studies were carried out by Dr. Nick Meyerson (Sawyer Lab), and Elena

Lian (Perera Lab). Dr. Nick Meyerson and Dr. Roy Parker also provided tremendously

valuable ideas and helped with the experimental design at every stage of the project. Dr.

Robin Dowell has been my go-to person for all computational biology related questions. And

last but not least, Dr. Sara Sawyer led the entire project since day one, she provided the

necessary resources, knowledge and expertise to guide us throughout the project.

4.2 Abstract

We show that diverse bacterial, viral, and fungal infections universally upregulate the

activity of 69 human genes, the mRNA transcripts of which are detectable in human saliva.

First, by analyzing human genes that become upregulated in cultured human cells infected

with 28 different viral, 7 different bacterial and 3 different fungal pathogens, we identified 69

human “universal response” genes which are mostly related to interferon signaling and other

innate immune responses. We then recruited 32 human enrollees that were either healthy or

infected with various pathogens. The abundance of these 69 mRNAs in saliva could correctly

determine if the person was harboring an infection 86% of the time. Moreover, using a cohort

of 48 asymptomatic but SARS-CoV-2-infected individuals, we show that the abundance of

these mRNAs in saliva can correctly determine whether an individual was infected 92% of the

time, even though no symptoms were present. The fact that these universal response mRNA

transcripts can be monitored in saliva opens the possibility that immune system activation in

response to infection could be detected non-invasively, at home, and in a pathogen-agnostic

manner.

4.3 Introduction

Traditional infectious disease diagnostics focus on identifying pathogen-derived molecules

such as nucleic acid or proteins. This type of diagnostic relies on a priori clinical suspicion
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and the proper test(s) being conducted. At the same time, the human body is a detec-

tion device for pathogenic invaders, one that has been fine-tuned over millions of years of

evolution. Certain changes in human physiology are indicative of infection in a general,

pathogen-agnostic manner. Indeed, previous studies have monitored human proteins and

transcripts in blood that change with infection, disease severity, and symptomatic status

[74, 156–170]. However, blood sampling is predominantly carried out in a clinical setting.

The ongoing COVID-19 pandemic has put a spotlight on saliva as a non-invasive biospecimen

with diagnostic value, and saliva-based SARS-CoV-2 diagnostics have proven to be reliable

and convenient[45, 46, 94, 128, 171].

Here, we identify 69 human “universal response” genes that are upregulated in human

saliva by a broad range of bacterial, viral, and fungal pathogens. We show that the abundance

of these gene transcripts in saliva can differentiate healthy from infected individuals. While

some aspects of the transcriptional response to infection are specific to certain classes of

pathogens, these 69 genes represent a core and universal response to infection. This is

because, beyond a certain point, the addition of more datasets did not change the constitution

of this group of 69: new genes were no longer added or subtracted from the set. The fact that

these mRNAs can be detected in saliva opens the possibility that immune system activation

in response to infection could be detected non-invasively, at home, and in a pathogen-agnostic

manner.

4.4 Results

4.4.1 Identification of 69 human universal response genes

To determine human genes that are commonly upregulated in diverse infections, we

first obtained a total of 71 published datasets. These datasets all profiled the transcriptional

response of cultured human cells to infection. Studies involving a variety of pathogens were

included (29 viruses, 7 bacteria and 3 fungi), with many of these pathogens represented by
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more than one dataset (Table 4.2). Each of the 71 datasets included matched transcript

sequencing for infected and mock-infected human cells, usually in multiple replicates (n =

387 replicates in all). For each dataset, raw RNA sequencing reads were retrieved from the

NCBI short-read archive and analyzed as described in the Methods. We looked for genes

that were upregulated in infected conditions (“+” in Figure 4.1A) compared to in mock

infections (“-“). Despite the many variables in these datasets (pathogens, human cell lines,

labs conducting the studies), we obtained a list of 69 genes that are consistently upregulated

across the array of pathogen types tested (Figure 4.1A and genes are listed in Table 4.3).

We refer to these as “universal response” genes. Therefore, while each infection triggered the

expression of many human genes, these 69 genes represent a core transcriptional response

that is universal. Universal response genes mainly belong to pathways related to cellular

antiviral functions and type-I interferon responses (Figure 4.1B).

Several lines of evidence support the idea that these 69 genes represent a core and

universal transcriptional response to infection. First, the number of universal response genes

reached a non-zero asymptote of 69 genes as more studies were added to the analysis (Figure

4.1C). After reaching 69 genes, the addition of more datasets did not change the constitution

of this group of 69; new genes were no longer added or subtracted from the set as datasets

accumulated. Second, principal component analysis was performed on the expression data

of these 69 genes in all datasets (Figure 4.1D). Of the many variables involved, the main

contributor to the data variance (PC1; which explains 81.6% of the variance) cleanly sepa-

rates these in vitro experiments by conditions of infected (triangles) or uninfected (circles).

This suggested that levels of mRNAs from this group of 69 genes can differentiate infected

from uninfected human cells in all cases.

We next assessed whether the abundance of these mRNAs in blinded human tissue

culture samples could predict whether the cells had been infected or not. Using the 387 sam-

ples (meaning, independent experimental replicates) from the 71 in vitro infection datasets,

we carried out cross-validation using a logistic regression model. Specifically, we first es-
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Figure 4.1: 69 human universal response genes are upregulated in a broad range
of infections performed in tissue culture. (A) Heatmap summarizing the observed
abundance of mRNA transcripts from RNA-seq data. Each row represents one of the 69
universal response genes. Each column represents the average expression across all mock (-)
or infected (+) replicates combined from all studies on a given pathogen. (B) A characteri-
zation of the identified universal response genes via gene ontology enrichment analysis. The
X axis, enrichment ratio, is the number of observed genes divided by the number of expected
genes in each GO category. The adjusted P value indicates the probability of observing the
given number of genes in each category by chance. Functions related specifically to anti-viral
responses are the most enriched, possibly due to an over representation of viruses within the
datasets analyzed in panel A, or because innate immunity to viruses is better studied and
therefore the genes involved are better annotated. (C) Number of commonly upregulated
genes in random combinations of in vitro infection studies. From each of the 71 studies,
we curated a list of significantly upregulated genes. We then compared these genes between
randomly chosen groups of 2 – 8 studies (X axis). The X axis was truncated at 8 studies,
because no new genes are added or subtracted after n=7 studies (i.e. value becomes asymp-
totic at n=69). (D) Principal component analysis of universal response gene expression data
from the datasets analyzed in panel A. Mock (circles) vs. infected (triangles) samples are
separated by the primary principal component (81.6% of data variance) on the x-axis. The
dotted line is arbitrary but separates infected and mock samples. Virus names are defined
in Table 4.2.
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tablished the logistic regression classifier using the expression data of the 69 genes in 10%

of the samples (much less than what is usually used in 10-fold cross-validation experiments

to emphasize the predictive power), randomly selected. Next, we evaluated the predictive

power of this model to classify the remaining 90% of the 387 samples as infected or not. This

cross validation was repeated 10 times, and the accuracy of classification is summarized via

receiver operating characteristic (ROC) curve (Figure 4.2A). Overall, the cross validation

resulted in a mean area under the curve (AUC) of 0.94, also interpreted as a 94% chance of

distinguishing mock from infected conditions based on the levels of these 69 mRNAs. The

worst outcome of the 10 repeats had an AUC of 0.89, and the best an AUC of 0.96.

We then performed additional cross validation analyses among different types of in-

fections (Figure 4.2B). We trained the logistic regression classifier using only fungal and

bacterial samples and then classified the viral samples as infected or not. This was highly

successful and yielded a ROC curve with an AUC = 0.96. We then trained the classifier

using only viral and bacterial samples and then classified the fungal samples as infected or

not (AUC = 1.0). Finally, we trained the classifier using a combination of viral and fungal

samples, and then classified the bacterial samples as infected or not (AUC = 1.0). Collec-

tively, this indicates that the upregulated status of these universal response genes in human

cell lines can correctly identify infection status, independent of the cell and pathogen types

involved. The fact that training sets on two types of pathogens can classify infections caused

by a third proves that these 69 genes truly represent a universal response to infection.

4.4.2 Universal response genes are also upregulated in infected humans

We next wanted to determine if universal response genes are upregulated in infected

humans. At this point, we transition from analyzing data from in vitro infection of human

cells to the analysis of data from human biospecimens. We first took advantage of two previ-

ously published datasets from human blood, each measuring gene expression by microarray

after infection. One study focused on a 34-year-old male health care worker exposed to Ebola
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Figure 4.2: The power of universal response genes in identifying infected human
cells. Receiver operating characteristic (ROC) curves of various linear regression models
established using the expression levels of the 69 universal response genes in the 71 in vitro
datasets used. The area under curve (AUC) is summarized in each graph. (A) The perfor-
mance of a model trained on 10% of the samples from the 71 in vitro datasets. The model
was them used to classify the other 90% of the samples as mock-infected or infected. The
grey lines indicate each replicate of cross validation, while the red curve summarizes the
average ROC curve The mean, minimum and maximum areas under curve (AUC) are indi-
cated. (B) Cross validation analyses between different types of infections. In each case, the
classifier was trained on infections of two types (top of graph) and used to predict whether
human cells had been infected with the third type of pathogen based solely on the expression
level of the 69 universal response genes.
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virus in Sierra Leone during the 2013-2015 epidemic [172]. Starting 7 days after symptom

onset, blood was taken from the individual daily and genome-wide mRNA expression was

evaluated by microarray [173]. We extracted from this dataset the expression profiles of the

universal response genes (Figure 4.3A). A vast majority of the genes are highly upregulated

at day 7. Their expression trails off as the person goes through recovery, although the speed

of dissipation of these signals is highly variable (a concept explored further in Figure 4.7).

A few genes at the top of the panel are not upregulated at day 7, with one possibility being

that their induction has already dissipated by day 7. In this individual, Ebola virus mRNA

was detected between days 7-11, with the peak (Ct = 31) at day 9 [173]. From this, we

can see that the strong upregulation of host universal response genes occurs at least 2 days

earlier than the peak of viral load and is sustained much longer.

Another study focused on 15 individuals experimentally infected with the protist that

causes malaria [174]. In this study, blood was taken every two days after experimental in-

fection and mRNA was interrogated by microarray, until the point where individuals had

detectable pathogen in the bloodstream and/or had symptoms consistent with malaria (in-

dicated as “D” for diagnosed in Figure 4.3B). Note that protist pathogens (single-celled

eukaryotes) were not represented in the 71 in vitro datasets from which we identified these

69 universal response genes. Nonetheless, more than half of the universal response genes

(17/29) that were included on this microarray are upregulated in blood after infection. Based

on these two human studies, we can say that universal response genes are also upregulated

in infected humans.

4.4.3 Universal response mRNAs in saliva have diagnostic value

We next asked whether the abundance these 69 mRNAs in human saliva could classify

humans as infected or not. At this point, we transitioned to analyzing human saliva samples.

We first obtained saliva samples from 15 healthy (SS01-SS15; Table 4.1) and 8 infected indi-

viduals. Of the latter, three had been diagnosed with SARS-CoV-2 viral infection (enrollees
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Figure 4.3: The kinetics of transcription from universal response genes. Heatmaps
show levels of universal response mRNAs, as measured previously in transcriptome datasets
from human blood samples. (A) This transcriptome dataset [173] was generated from a
34-year-old male health care worker exposed to Ebola virus in Sierra Leone during the 2013-
2015 epidemic. Blood was taken daily starting at 7-days post-symptom onset [172]. (B) This
transcriptome dataset is derived from 15 individuals that were experimentally infected with
Plasmodium falciparum [174]. Blood was taken every two days up until the day of diagnosis
(“D”). Diagnosis occurred 7.5–10.5 days post-infection, defined as the time when two of
these criteria were met: positive thick blood smear, parasite density >500 parasites ml, or
symptoms consistent with malaria [174]. In both studies, the transcriptome in whole blood
was profiled using microarray. Only a subset of the universal response genes was included on
these microarrays; hence each panel has less than 69 genes shown. The relative fold change
is calculated by comparing microarray signals on the indicated day to the signal of healthy
individuals from the same study (malaria N=4, Ebola N=30)
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SS19-SS21), one with Vibrio cholera bacterial infection (SS16), one with Staphylococcus au-

reus bacterial infection (SS17), and one with varicella-zoster virus infection (VZV; SS18).

Two additional saliva samples were included from apparently healthy individuals from whose

saliva we were able to map reads corresponding to common respiratory pathogen genomes

(SS22, CoV-NL63 seasonal coronavirus; SS23, respiratory syncytial virus (RSV)) (see Meth-

ods). Total RNA was prepared from each of these 23 human saliva samples, followed by

depletion of bacterial and human ribosomal RNA. RNA with high integrity can be readily

isolated from saliva (Figure 4.8). Libraries were sequenced with high-throughput short-read

sequencing.

Remarkably, but consistent with our in vitro meta-analysis, 66 out of the 69 human

universal response gene transcripts were significantly enriched in the saliva of all 8 infected

individuals compared to healthy individuals (Figure 4.4A & B). In total, there were 544

genes that were significantly upregulated across all the infected individuals (light pink dots

in Figure 4.4B, adjusted P-value ≤ 0.01, Fold Change ≥ 2; Table 4.4). Of these, the universal

response genes are shown as dark red dots and are not necessarily the most highly upregulated

transcripts.

We next tested whether the abundance of universal response mRNAs in saliva could

determine if a human was harboring an infection. We carried out cross validation and found

that a classifier trained on the expression levels of universal response genes in a randomly

selected 10% of the in vitro data analyzed above (39 of the 387 experimental replicates

from 71 studies), could correctly classify these 23 human saliva samples as having come

from someone who is infected or healthy, just from the abundances of these mRNAs in their

saliva (Figure 4.4C, Mean AUC = 0.86). Thus, this classification was made correctly 86%

of the time, even with very little training data. Remarkably, the transfer learning approach

(trained on in vitro data, then used to classify human biospecimens) only resulted in the

loss of 0.08 AUC (0.94 from Figure 4.2A compared to 0.86). Therefore, the abundance of

universal response mRNA in human saliva has high sensitivity and specificity to classify
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Figure 4.4: Abundance of mRNA in human saliva can determine whether diverse
infections are present in the body. (A) Heatmap showing relative expression of each of
the universal response genes (rows) in saliva, in transcripts per million (TPM) normalized to
row z-score. Each column represents the saliva sample of one individual. (B) Volcano plot
of all genes significantly upregulated in all eight infected patients compared to uninfected
(DEseq2 Wald test, Fold change ≥ 2, Adjusted P-value ≤ 0.01), separated by their fold
change in transcript abundance in saliva (infected vs. non-infected) and Benjamini-Hochberg
adjusted p-values. The 69 universal-response genes are highlighted in dark red. (C) ROC
curve representing the predictive power of the 69 universal response genes to distinguish
healthy versus infected individuals. Logistic regression models constructed with 10% of
the in vitro data from Figure 1, and then used to predict whether individuals SS01-SS23
were infected just based on the mRNA in the saliva. Grey lines indicate individual cross
validations (N=20), the red line and shaded area indicate the average and variance from all
20 cross validations, respectively. (D) Total RNA from saliva from three individuals was
interrogated by RT-qPCR with primers recognizing each of the universal response mRNAs
shown at the bottom. To calculate the fold change of each mRNA in each infected saliva
sample (shown on top of each bar), the Ct value was first normalized to the control gene,
CALR, and that value was then compared pair-wise to the same value from saliva of 3
non-infected enrollees, whereafter the error bar reflects the standard error of means from
the pair-wise comparison (SEM). The horizontal red line shows the highest fold-change for
universal response genes in saliva observed by RNA-seq in this study, which is less sensitive.
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infected humans, at least in this small set of 23 individuals.

Importantly, two of the enrollees in the previous analysis were noted to have no signs

of respiratory tract involvement (SS17, SS18, Table 4.1), and some clearly had infection

linked to distal sites (SS16 gastroenteritis, SS18 meningitis, Table 4.1), yet these signatures

are reliably detectable in saliva. We next wanted to further confirm that universal response

mRNAs can be found in saliva, even when infection is at distal sites in the body. In the next

experiment, we included two additional patient saliva samples, one from an enrollee being

treated for a Coccidioides fungal infection (SS24, Table 4.1) and another enrollee being

treated for Escherichia coli bacterial sepsis stemming from urinary source (SS25, Table 4.1).

The three enrollees in this experiment (SS18, SS24, SS25) were diagnosed with very different

infections (viral, fungal, and bacterial) and were specifically noted to not have respiratory

involvement in their infections (Table 4.1). We used RT-qPCR to quantify mRNA from six

of the universal response genes (due to limited sample volumes) from the saliva of these

enrollees. We observed from 2- to 105-fold upregulation of all six host mRNAs within the

saliva of infected individuals compared to three healthy ones (Figure 4.4D). In summary,

we can detect universal response mRNAs in human saliva, even when there is no apparent

respiratory involvement. Again, a viral, bacterial, and fungal infection all lead to this noted

over-abundance of universal response mRNAs in saliva.

4.4.4 Universal response transcripts in saliva can detect infection in asymp-

tomatic SARS-CoV-2 carriers

We next asked if universal response mRNAs in saliva can identify infections even in

individuals with no symptoms. During the 2020-21 academic year, the University of Colorado

Boulder carried out weekly SARS-CoV-2 screening for students and staff. The screening

effort enabled us to enroll university affiliates into an associated human study. All saliva

samples were screened for SARS-CoV-2 by a RT-qPCR test [46, 111]. Samples were only used

from enrollees who indicated the absence of any symptoms at the time of saliva donation. We
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examined the levels of mRNA from universal response genes in the saliva of 48 SARS-CoV-

2 positive and 20 non-infected individuals. Instead of sequencing transcripts in saliva, we

developed a multiplex TaqMan RT-qPCR assay for measuring 15 of the universal response

genes, along with 3 control genes (Methods, Table 4.5, Figure 4.11). These 15 genes were

chosen to represent a range of expression levels and kinetics amongst the 69 total universal

response genes. We observed higher levels of universal response mRNAs in the saliva of most

of the SARS-CoV-2 positive individuals (Figure 4.5A). Importantly, we noticed a strong

correlation between the level of mRNA observed and the saliva viral load (top of heatmap).

Within saliva samples that carried high viral load, almost all had elevated level of universal

response mRNAs.

The correlation between viral load and the expression of the universal response genes

is highlighted by further analysis. For universal response genes, we plotted the relative fold

change of mRNA in saliva against the concentration of viral genome copies in saliva (IFIT3

and IFI27 shown in Figure 4.5B, and the full set of genes analyzed is shown in Figure 4.9).

For SARS-CoV-2, infectious virions are almost never recovered from individuals with viral

loads below 106 viral copies per mL [99, 101, 103–106]. Individuals with lower viral loads

are either at the beginning of infection, or on the long tail of recovery [175]. Interestingly,

the mRNAs of IFIT3 and IFI27 accumulate in saliva before this point, at the transition of

viral titers to above 104 viral copies/mL. This is consistent with a model where mRNAs

from universal response genes accumulate in saliva specifically during, and possibly before,

periods of acute viral replication.

Finally, to evaluate the accuracy of using universal response mRNA abundance in

saliva to distinguish infected from non-infected humans, we carried out cross-validation using

logistic regression models trained on RT-qPCR results from half of the enrollees in this SARS-

CoV-2 study (SS33-SS100). This classifier was then used to classify the remaining human

saliva samples as infected or not (Figure 4.5C). Overall, this analysis resulted in an area under

curve (AUC) of 0.92 and 0.97 for detecting those infected with viral loads greater than 104
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Figure 4.5: The abundance of universal response mRNAs in human saliva can
determine whether individuals are infected with SARS-CoV-2. (A) Heatmap sum-
marizing mRNA levels from universal response genes in the saliva of SARS-CoV-2-positive
individuals. Rows represent the 15 universal response mRNAs, measured by RT-qPCR in
a multiplex TaqMan assay. In columns, are individual enrollees, where the RT-qPCR value
(Ct) for each mRNA in that enrollee’s saliva is compared to the average Ct from 20 uninfected
enrollees. The viral load in each saliva sample was measured using a separate RT-qPCR as-
say and is reported above the heatmap. (B) Scatter plots correlating the fold change of two
individual human mRNAs (top) to viral loads. Each dot represents a SARS-CoV-2 infected
individual. (C) Accuracy of universal response mRNA abundance in saliva to distinguish
SARS-CoV-2-infected from uninfected individuals at different levels of viral loads. For each
viral load cutoff, RT-qPCR delta Ct values from half of the SARS-CoV-2 positive samples
above the indicated cutoff, along with half of the non-infected samples, were used to train
the logistic regression model, while the other half was used for evaluation. The process is
bootstrapped for 100 times and the average ROC curve is plotted.
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genomic copies/mL and 105 genomic copies/mL, respectively. The evaluation again supports

that the abundances of mRNAs from universal response genes, detectable in saliva, are highly

reliable in predicting whether an individual is infected. This is especially true for individuals

harboring viral loads consistent with the infectious phase of disease. Importantly, none of

these individuals reported symptoms at the time of their saliva being collected, suggesting

that the mRNAs in saliva have more predictive power over infection than even self-perceived

symptoms.

Moreover, we wanted to understand the relative accumulation of universal response

mRNAs in blood versus saliva. We were able to compare blood and saliva only in the

case of SARS-CoV-2, so our analysis of this question will be limited. We compared total

mRNA (from RNAseq) from the saliva of three hospitalized SARS-CoV-2-infected patients

(SS19-SS21) to uninfected controls (SS1-SS15; Table 4.1). For each gene, this (X-axis) was

plotted against the same transcript enrichment value in blood, using data from the recently

published COVIDome database [176] (Figure 4.6A). Each dot is a gene, and the universal

response genes are shown in red. We find that universal response transcripts (red dots), are

as (or even more) detectable in saliva than in blood. This suggests universal response mRNAs

can be found in both saliva and blood, at least for SARS-CoV-2, and that saliva might be

the superior biological specimen in which to measure these host signatures, although more

evaluation is needed.

4.4.5 Universal response mRNAs are stable in uninfected individuals over

time

Finally, for universal response mRNAs in saliva to have diagnostic value, they would

need to remain relatively stable in abundance over time in the absence of infection. To

assess this, we enrolled 7 apparently healthy individuals (SS26-SS32; Table 4.1) who were

asked to collect saliva samples daily over a period of 11 days. We then measured the level

of universal response mRNAs in their saliva over the time course by RT-qPCR using the
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Figure 4.6: Universal response mRNAs accumulate in blood and saliva, but not
in uninfected individuals. (A) On the X-axis, the expression levels of human mRNAs
in the saliva of SARS-CoV-2+ patients (N=3, SS19-SS21, RNAseq) were compared that
of uninfected control individuals (N=15, SS1-SS15). The plot shows only genes with fold
change ≥ 1. On the Y axis is the similar analysis, performed in the blood in individuals
from a different SARS-CoV-2 cohort[176] . The universal response genes are highlighted by
red dots, with the most highly enriched labeled with gene symbols. (B) To determine the
extent of mRNA variation from day to day in human saliva samples, 7 apparently healthy
individuals (SS26-SS32) were asked to collect saliva daily for 11 days. Total RNA was
isolated from each sample and used as a template for a multiplex TaqMan assay measuring
the levels of 15 universal response genes. Five of the universal response genes are shown,
and the remainder are shown in Figure S4. For each of the 7 enrollees, their Ct value for
each gene was converted to fold change by normalizing it to the Ct value of RPP30, and
then again to the abundance of mRNA measured at Day 1. Error bars represent the SEM
of 7 individuals.
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multiplex TaqMan assay described above. The expression levels of the universal response

genes remained remarkably stable over time (five genes shown in Figure 4.6B, the full set

in Figure 4.10). When compared to day 1, transcript abundance in saliva changed no more

than 5-fold in subsequent days. Thus, universal response mRNAs are remarkably steady in

the saliva of healthy individuals.

4.5 Discussion

Here, we identify 69 human “universal response” genes that are upregulated by a broad

range of bacterial, viral, and fungal pathogens. Even when infection resides in distal sites in

the body, the mRNAs produced in this universal response are measurable in human saliva.

By assessing the abundance of these mRNAs in saliva, we were able to correctly determine

whether a person harbors infection more than 85% of the time. This is true even in the

absence of perceived symptoms, meaning that in some cases the enrollees themselves didn’t

even know they were sick. Therefore, the monitoring of these mRNAs in saliva could be a

platform for detecting infection in the body, even as a screening tool for healthy individuals.

It is striking that there is a core transcriptional response that is triggered by all tested

pathogens. Many studies have explored the host gene response to infection, including the 71

studies that we used in the first step of our own study here (listed in Table 4.2), or to specific

cytokines like interferon[177, 178]. Yet there have been far fewer studies that have looked

at commonalities in gene induction by cells infected with different pathogens, and typically

these have compared just a few pathogen types [179, 180]. By integrating results from

many datasets from a broad range of pathogen types, we identified an asymptotic number

of universal response genes (n=69). Importantly, no new genes were added or subtracted

from this list once we surpassed a certain number of datasets analyzed (after n=7). Thus,

we identified the connecting signature[181] that underlies infection, across a broad range of

pathogens.

Importantly, universal response mRNAs are detectable in saliva of infected individuals,
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regardless of the location of infection. There are two hypotheses to explain why these mRNAs

are found in saliva. First, free mRNA, or mRNA encapsulated in dead cells or exosomes,

might be entering the mouth. This might be occurring for the purpose of targeting these

structures for elimination from the body via the gastrointestinal tract. In a second model,

interferon and other cytokines produced by a distal infection may be entering the oral cavity

and stimulating cells there to execute the transcriptional response that we are measuring

[182]. In other words, the mRNA we observe in saliva could be produced or even propagated

locally in the mouth. Ultimately, we cannot differentiate between the possibilities that these

mRNAs are transported to the mouth or that they are produced in the mouth. Regardless,

this study highlights the diagnostic value of saliva beyond its current limited use in diagnosing

SARS-CoV-2, oral cancers, and Sjorgen syndrome[183]. Future work should focus on parallel

characterization of transcriptomics, proteomics, and metabolomics in both blood and saliva

so that we can grasp the full scale of systemic response to infection in different bodily fluids.

This is but the first iteration of this diagnostic approach in saliva, and there are ob-

vious improvements that could be made. First, it is unclear whether all 69 genes together

bear the most power for detecting infection in the body, or whether a smaller subset of them

would carry as much power to do so. The Golub lab has shown that there is an underlying

connectivity map between transcripts of every gene in the human genome [145, 181]. They

have identified a core set of 1000 human genes that, when measured, are sufficient for in-

ferring (81% accuracy) the entire transcriptional response of cells to a certain drug that is

administered [181]. Likewise, the expression levels of a few of the universal response genes

might be informative of the expression levels of others of them. More information is also

needed on the kinetics of production and destruction of the universal response mRNAs dur-

ing the time course of an infection (but see Figure 4.7). This information might also refine

the set of mRNAs designed to optimally diagnose someone as infected. Finally, for universal

response mRNAs to be used for diagnosis of infection, it will be crucial to determine the

role of human genetic diversity in this transcriptional response. Previous reports have shown
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that people with different ancestry elicit differential immune responses [184]. On some level,

there may be a core transcriptional response to infection that is shared by all humans. This

is because, as shown by the Palmarini group, there is a core set of genes upregulated by

interferon that is conserved even across a broad range of mammalian species [185]. A final

interesting follow-up question is whether it would be therapeutically useful to trigger this

universal transcriptional response with an agonist in the case of untreatable infections and,

if so, how that might be done.

4.6 Material and Methods

4.6.1 Meta-analysis of NCBI SRA transcriptomics datasets

We carried out meta-analysis of RNA-seq datasets publicly available at the NCBI

SRA database. Our criteria for choosing datasets where that human cells in culture were

infected with a bacterial, viral, or fungal pathogen, and then the cellular transcriptome was

sequenced along with that in a mock-infected control. We obtained a total of 71 relevant in

vitro infection datasets. From these datasets, raw RNA sequencing reads in FASTQ format

were downloaded, trimmed using BBDuk (BBMap v38.05)[186] and mapped using HISAT2

v2.1.0[187] to human genome assembly hg38. Using NCBI RefSeq genome annotation, we

then counted the mapped reads assigned to gene or transcripts using FeatureCount (Subread

v1.6.2)[188].

First, we looked for genes that were upregulated in each infected dataset versus its

matched mock infection. For each individual dataset, the infected replicates were compared

to the corresponding mock replicates via the DESeq2 Wald test (v3.1.3)[10], from which

the fold change and Benjamini-Hochberg adjusted p-values were obtained. Correction for

multiple testing was performed throughout. Next, we looked for the subset of these genes

that was statistically enriched in infected datasets overall. DESeq2 results from individual

datasets were ranked and combined based on the magnitude and consistency of upregulation



93

across the datasets. Specifically, the gene rank, rg is assigned to each individual dataset

following the formula:

rg = Rank(−log10(Pvaladj)× fold change)

Next, to determine which gene is consistently upregulated across different studies, the rank

is combined via rank sum statistics. With n studies, the rank sum for each gene, g, is

calculated as:

RSg =
∑
i

rg,i

Hence, each gene is sorted based on the RSg. We then filtered the gene list based on the

within-study adjusted p-value and required that the gene to be significant (padj≤0.05) in

90% of the datasets. As the result, we obtained 69 universal response genes ranked by the

statistical significance comparing infected vs. mock groups and by the consistency across

datasets.

4.6.2 Cross validation using logistic regression models

To evaluate the predictive power of the universal response genes in differentiating

infected/uninfected conditions in in vitro and in vivo RNA-seq datasets, we extracted library

size-normalized read counts in transcript per million format for each sequencing replicate. We

next separated the datasets into training and prediction set. Specifically, 10% of randomly

selected sequencing replicates from in vitro infection datasets were used to construct the

logistic regression model using R package stats (v 3.6.2) glm function with specification

of “family=binomial(link=’logit’)” for binomial logistic regression. The remaining 90% of

sequencing replicates were used as the predict set for evaluation. In the case of in vivo

saliva sequencing replicates, the entire dataset was used for prediction. R package ROCR

(v1.0.11)57 was used to generate the ROC curves based on the prediction outcome.

For evaluating the predictive power of universal response genes as measured by the

TaqMan RT-qPCR assay on SARS-CoV-2 infected/uninfected saliva samples, the relative
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fold change was calculated by first normalizing the raw Ct values to the corresponding

control gene Ct (RPP30) and then comparing to the average normalized Ct of all uninfected

individuals. The relative fold change values for each individual were then used for cross

validation via logistic regression model. Specifically, half of infected individuals above the

said viral load threshold along with half of the uninfected individuals are used as the training

set, while the remaining half was used for prediction. The methods for constructing the

logistic regression model and for evaluating performance via ROC are same as above.

4.6.3 Human saliva sample collection, handling, and RNA preparation

Samples SS4, SS5, SS12-SS21, SS24 and SS25 were collected under protocol 17-0562 (U.

Colorado Anschutz Medical School; PI Poeschla), where adult participants were consented

verbally and donated up to 5mL of whole saliva and/or 50mL whole blood per visit with no

more than two visits per week and no more than 500mL blood volume drawn per patient.

Saliva was collected into Oragene saliva collection kit (DNA Genotek CP-100). The saliva

is mixed with the stabilization solution in the collection kit and stored at room temperature

for no longer than 2 weeks before being processed for RNA purification. Blood collected

from patients with confirmed or suspected infection did not exceed the lesser of 50mL or

3mL per kilogram in an eight-week period. Diagnosis of these individuals was provided in

the form of clinical notes.

Saliva samples from individuals SS1-SS3, SS6-SS11, SS22, and SS23 were collected

under protocol 19-0696 (U. Colorado Boulder, PI Sawyer), where anonymous adults verbally

consented and donated up to 2mL of whole saliva. Saliva was collected into Oragene saliva

collection kit as mentioned above. For these individuals, infection status was later determined

by in silico metagenomic detection using GOTTCHA (v1.0b)[189] using the RNAseq reads

(additional RNAseq sample preparation and analysis described below). We were able to

detect sequencing reads mapping to CoV-NL63 or RSV genomes from the saliva of individual

SS22 and SS23, respectively, so they were presumably infected with these pathogens at the
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time of saliva donation.

Saliva samples for apparently healthy individuals over a daily time course (SS26-SS32)

were collected under a COVID-19-related sub-study of protocol 19-0696 (U. Colorado Boul-

der, PI Sawyer), where adult participants consented verbally and donated up to 2mL of

whole saliva per day of participation up to a total of 28mL of whole saliva. The saliva was

collected into Oragene saliva collection kit as mentioned above.

To purify RNA from saliva samples collected in Oragene saliva collection kit, we used 1

mL saliva 1:1 diluted in stabilization solution and followed the manufacturer recommended

protocol by DNA Genotek to precipitate the nucleic acid. The RNA is further DNase-

digested using Turbo DNase (Invitrogen #AM2238) and cleaned up using RNA clean-up and

concentration micro-elute kit (Norgen #61000). The purified RNA is used for RT-qPCR or

processed further for RNA-seq.

To prepare the total RNA for sequencing, we first spiked in ERCC RNA spike-in mix

(ThermoFisher #4456740) into the saliva total RNA for downstream normalization. We

depleted bacterial ribosomal RNA using pan-bacterial riboPOOL kit (siTOOLS #026). We

then prepared the RNA for total RNA sequencing using KAPA RNA HyperPrep kit with

RiboErase to remove human rRNA (Roche #KK8560). Finally, the saliva total RNA libraries

were sequenced in 150 bp pair-end format using NovaSeq 6000 (Illumina) at the depth of 30

million reads.

Saliva samples for SARS-CoV-2-infected individuals (SS33-SS80), and matched SARS-

CoV-2-negative individuals (SS81-SS100) were collected under protocol 20-0417 (U. Colorado

Boulder, PI Sawyer), where adult participants 17 years of age or older (under a Waiver of

Parental Consent) provided written consent. These samples were collected and tested for

the SARS-CoV-2 virus during our campus COVID-19 testing initiative 24,27 during the Fall

2020, Spring 2021, and Summer 2021 semesters. As part of this campus testing operation,

university affiliates were asked to fill out a questionnaire to confirm that they did not present

any symptoms consistent with COVID-19 at the time of sample donation, and to collect no
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less than 0.5 mL of saliva into a 5-mL screw-top collection tube. Saliva samples were heated

at 95 °C for 30 min on site to inactivate the viral particles for safer handling, and then

placed on ice or at 4 °C before being transported to the testing laboratory for RT-qPCR-

based SARS-CoV-2 testing performed on the same day. Samples were then kept in -80 °C

until RNA preparation. The total RNA of the remaining saliva samples was then purified

using TRIzol LS reagent (ThermoFisher #10296028) followed by GeneJET RNA cleanup and

concentration kit (ThermoFisher #K0841). The purified total RNA was used for RT-qPCR

following the steps described below.

Additional saliva samples for general assay development were collected under protocol

20-0068 (U. Colorado Boulder, PI Sawyer), where anonymous adult participants were ver-

bally consented and donated up to 2mL of whole saliva for use as a reagent in optimization

and limit of detection experiments.

4.6.4 Analysis of high-throughput transcriptomics data from human saliva

samples

To profile human transcriptomic changes in human saliva samples, raw RNA sequenc-

ing reads in FASTQ format were obtained, trimmed using BBDuk (BBTools v38.05), and

mapped using HISAT2 v2.1.0 to human genome assembly hg38 along with ERCC spike-in

sequence reference. Using NCBI RefSeq genome annotation (GRCh38.p13), we then counted

the mapped reads assigned to gene or transcripts using FeatureCount (Subread v1.6.2). Read

counts was first normalized using R package RUVseq (v1.28.0)[190] to account for library

size factors based on the ERCC spike-in counts. Individual samples were then separated into

infected and non-infected groups and the differential expression of genes were determined

via DESeq2 (v3.1.3) Wald test[10], from which the fold change and Benjamini-Hochberg

adjusted p-values were obtained.
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4.6.5 RT-qPCR analysis of universal response genes in human saliva

For initial RT-qPCR validation on 3 clinically diagnosed and 3 uninfected samples

(Figure 4.4D), 2 µL of saliva total RNA was first reverse transcribed to cDNA using poly-

dT primers with the SuperScript IV first-strand synthesis system (Invitrogen #18091050).

The saliva cDNA was diluted 1:20, and 5 uL of the cDNA dilution was used for each qPCR

reaction including 10 µL PowerUp SYBR Green master mix (AppliedBiosystems # A25741),

500 nM forward and reverse primers (table below), and nuclease free water. The qPCR assay

was carried out on QuantStudio3 real-time PCR system (ThermoFisher) consisting of a UDG

activation step (50°C for 2 min, 95°C for 2 min), 40 cycles of PCR stage (95 °C for 15 s, 60

°C for 60 s, with a 1.6 °C/s ramp-up and ramp-down rate), followed by a melt curve stage

(95 °C for 15 s, 60 °C for 60 s, slow ramp-up to 95 °C at 0.15 °C/s). The cycle threshold

(Ct) values were used to calculate relative fold change using delta delta Ct method.

Multiplex RT-qPCR analysis for the quantitative detection of human gene transcripts

was carried out using customized and multiplexed TaqMan primer and probe mixes (Supple-

mental Table 4.4). Understanding that the contamination of genomic DNA often introduces

quantification bias when measuring host gene expression, we explicitly designed primers that

span exon junctions and limit the assay elongation time so that only the host RNA is re-

verse transcribed and amplified. As each transcript varies in its expression magnitude, we

assigned genes into multiplex groups based on similar expression magnitudes observed in

the meta-analysis of in vivo datasets and in human saliva. This minimizes competition of

amplification reagents. Specifically, to determine the host gene expression levels, 1.5 µL of

customized TaqMan multiplex probes were mixed with 5 µL 4X TaqPath 1-step multiplex
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master mix (ThermoFisher # A28526), 5 µL of saliva total RNA, and 8.5 µL of nuclease

free water. The RT-qPCR assay was carried out on QuantStudio3 Real-time PCR system

(ThermoFisher) consisting of a reverse transcription stage (25°C for 2 min, 50°C for 15 min,

95°C for 2 min) followed by 45 cycles of PCR stage (95 °C for 3 s, 55 °C for 30 s, with a 1.6

°C/s ramp-up and ramp-down rate). The cycle threshold (Ct) values were used to calculate

relative fold change using delta delta Ct method. For the choice of internal control genes, we

combined the meta-analysis (Figure 4.1; cell culture experiments) and the saliva RNA-seq

datasets (Figure 4.2; human samples) to select genes for which the expression level remained

most constant and abundant across the various conditions inherent to these experiments.

4.6.6 Infection of A549 cells with influenza A virus

For influenza A virus infection, human lung epithelial cells (A549s) where plated at

a concentration of 1x106 cells/well in a 6-well plate. The next day, the cells were infected

with influenza A virus (Influenza A/Udorn/307/72) at an MOI=0.1 in serum-free media

containing 1.0% bovine serum albumin. After 1 hour incubation, the inoculum was removed

and replaced with growth media containing 1 ug/mL of N-acetylated trypsin. 24 hours

post-infection, total RNA was harvest using QIAGEN RNeasy Mini kit (QIAGEN #74104).

4.6.7 Infection of Huh7 cells with SARS-CoV-2

Human Hepatoma (Huh7) cells (gift from Charles Rice, Rockefeller University) were

grown in 1X DMEM (ThermoFisher cat. no. 12500062) supplemented with 2 mM L-

glutamine (Hyclone cat. no. H30034.01), non-essential amino acids (Hyclone cat. no.

SH30238.01), and 10% heat inactivated Fetal Bovine Serum (FBS) (Atlas Biologicals cat.

no. EF-0500-A). The virus strain used for the assay was SARS-CoV2, USA WA 01/2020,

passage 3. Virus stocks were obtained from BEI Resources and amplified in Vero E6 cells

to Passage 3 (P3) with a titer of 5.5 × 105 PFU/mL. Cells were resuspended to 6.0 × 105

cells/mL in 10% DMEM and seeded at 2 mL/well in 6-well plates. The plates were then
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incubated for approximately 24 hours (h) at 37°C, 5% CO2 for cells to adhere prior to in-

fection. Cell were infected with SARS-CoV-2 at an MOI of 0.01. Samples were harvested at

0, 2, 4, 8, 12, 24, and 48 hours post infection in 200 µl TRIzol reagent for RNA extractions

following the manufacture’s protocol.
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Figure 4.7: Universal response genes are up- and down-regulated with different
kinetics upon infection. Huh7 human liver cells were infected with SARS-CoV-2 at MOI
of 0.01 over a time course of 48 hours. Total RNA was harvested 0, 2, 4, 8, 12, 24, and
48 hours post infection. The fold changes of six universal response mRNAs (top of each
graph; red data line) and of the SARS-CoV-2 genome (blue data line) were measured by
RT-qPCR. Error bars represent the SEM of 3 biological replicates. Ct value is converted
to fold change by normalizing the Ct value to the Ct value of RPP30, and then normalized
again to the abundance of mRNA measured in a mock infection. Some universal response
genes (CXCL8, IRF9, MX1) are upregulated in the early time points of the infection and
then rapidly downregulated within the first 24 hours. This is quite interesting, since this is
a low-MOI spreading infection and new cells are constantly getting infected. This would be
consistent with a pulse of activity that is then quickly downregulated by a feedback loop. On
the other hand, the upregulation of other universal response genes (such as the classical type-
I interferon inducible genes, IFIT2, IFITM2, and IFIH1), starts later and increases steadily
along with viral genome replication. This result suggests that the abundance of mRNA from
any specific universal response gene will depend on the timepoint during infection, even in
situations of spreading infections as would be the case in the human body.
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Figure 4.8: mRNA structure is preserved in human saliva samples Sashimi plot
indicating mRNA structure is preserved during the saliva sample processing and collection,
so that the exon regions are preferentially sequenced over the introns. Shown here are saliva
samples from 5 individuals, CXCL8 gene is selected as the example.
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Figure 4.9: Abundance of universal response mRNA in human saliva correlates
with relative viral load in saliva samples of SARS-CoV-2+ individuals Scatter
plot where each dot represents a saliva sample from a SARS-CoV-2-positive individual. The
X-axis corresponds to SARS-CoV-2 viral load, determined by RT-qPCR. The Y-axis shows
the relative fold change of the human mRNA noted at the top of the graph, determined by
RT-qPCR. Each measurement of human mRNA was compared to the average of the same
measurement from the saliva of 20 uninfected samples, to calculate the relative fold change
that is shown. The horizontal dashed line indicates the fold change of 1. A pink box shows
the range of viral loads above which infectious virions can be isolated from humans (usually
considered above 106 viral copies/mL [99, 101–105, 191]). This is consistent with a model
where mRNAs from universal response genes accumulate in saliva specifically during periods
of acute viral replication and the infectious phase of disease.
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Figure 4.10: Relative fold change of the control genes and the universal response
genes over time in healthy human saliva To determine the extent of mRNA variation
from day to day in human saliva samples, 7 individuals (SS26-SS32) were asked to collect
saliva on daily basis over a period of 11 days. Total RNA was isolated from each sample
and used as a template in the multiplex TaqMan assay described. Shown here are the
1 control gene (RACK1) and 12 universal response genes (IFIH1, IFI6, CXCL10, IFIT3,
OAS2, DDX58, IFITM2, MX2, IFI27, IRF9, PARP12 and RTP4) quantified. Error bars
represent the SEM of 7 individuals. In all panels, Ct value is converted to fold change
by normalizing the Ct value to the Ct value of RPP30, and then normalized again to the
abundance of mRNA measured on Day 1 for each individual.
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Figure 4.11: Optimization of TaqMan assay in cells infected with influenza A virus
A549 human lung cells were infected with Influenza A virus at multiplicity of infection (MOI)
of 0.1 for 24 hours. Total RNA was harvested from the cells and 100 ng was used as template
in the multiplex TaqMan assay described. To demonstrate the dynamic range and the signal
consistency, the raw Ct values are shown in the top panel, and the resulting fold changes are
shown in the bottom panel. The error bar indicates the SEM from 2 biological replicates.
Ct value is converted to fold change by normalizing the Ct value to the Ct value of RPP30,
and then normalized again to the abundance of mRNA measured in a mock infection.
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Table 4.1: Human saliva samples used in this study
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Table 4.2: Transcriptomics datasets used for the discovery of human universal
response genes
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Table 4.3: The 69 universal response genes in humans
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Table 4.4: Multiplex TaqMan RT-qPCR assay for monitoring host immune gene
signature expression
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Table 4.5: Top 30 differentially up- and down- regulated genes from comparison
between infected and healthy saliva



Chapter 5

Macrophages derived from human induced pluripotent stem cells serve as a

relevant and tractable model for viral-host interaction

Adapted from: Yang Q, Warren CJ, Fairchild LM, Rowland TJ, Nahreini TS, Allen MA,
Dowell RD, Sawyer SL. Macrophages derived from human induced pluripotent stem cells
serve as a relevant and tractable model for viral-host interaction. In Preparation. 2022.

5.1 Contributions

This project was supported by the University of Colorado Shared Resource Grant in an

effort to encourage the collaboration with the shared core facilities around the campus. Dr.

Cody Warren came up with this idea of validating stem cell derived monocytes and designed

the framework of the project. Indeed, the project would not be possible without the support

from several shared core facilities, including the stem cell core, next gene sequencing core

and flow cytometry core. And the key drivers are the wonderful scientists who work at the

core facilities. Specifically, Lawrence Fairchild and Dr. Teisha Rowland were the pioneers

who established the monocyte differentiation protocol before passing it to me. Theresa

Nahrenini supported us in all flow cytometry analyses, especially in the early days of isolating

monocytes from blood. During the project, I carried out the stem cell differentiation to

generate the monocytes that were eventually used for this study. I also work alongside with

Dr. Cody Warren on obtaining blood and blood-derived monocytes. To characterize this
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unique cell type, I cultured the cells, prepared the RNA and ATAC sequencing libraries, and

analyzed the sequencing data. To finally validate the model system in the context of viral

infections, I worked alongside with Dr. Cody Warren to carry out the HIV-1, Dengue virus

and influenza virus infections. The manuscript that follows is the collective result of tireless

contribution by all listed co-authors.

5.2 Abstract

Monocytes are widespread in the bloodstream and are often the first population of

immune cells that contact viruses. Further, as a mechanism of host defense, monocytes dif-

ferentiate into long-lived macrophages that function as key mediators of inflammation and

antiviral immunity. However, this cell lineage sometimes act as a double-edged sword during

viral infections; monocytes and macrophages can be manipulated by viruses and serve as

vessels for viral replication, dissemination, and long-term persistence. Thus, the study of

monocyte/macrophage-virus interactions is essential for our understanding of human dis-

eases. However, these cells have relatively low abundance in the bloodstream and cannot be

propagated ex vivo, meaning that consistent access to blood donors is required. To overcome

these hurdles, we evaluated monocyte-derived macrophages from induced pluripotent stem

cells (iPSCs) as an alternative model system. Since iPSCs proliferate indefinitely and can

be expanded to large quantities, we were able to isolate >40 million iPSC-derived mono-

cytes over a short period, a feat that would have otherwise required liters of blood from

numerous donors. We show that, through phenotypic profiling of surface marker expression,

and transcriptomic (RNA-seq) and genome accessibility (ATAC-seq) profiling, iPSC-derived

macrophages are nearly identical to their blood-derived counterparts. Furthermore, we show

that iPSC-derived macrophages support the replication of viruses including HIV-1, dengue

virus, and influenza virus. Our results implicate iPSC-derived macrophages as a valuable

new model system for studying host-virus interactions.
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5.3 Introduction

Cell culture models for the study of viruses often depend on immortalized or trans-

formed (tumor-derived) cell lines. These cells are beneficial for experimentation because they

tend to divide quickly, are inexpensive to maintain, and proliferate indefinitely. However,

they oftentimes fail to appropriately recapitulate the biology of cells derived directly from a

host. This is because many immortalized/ transformed cells have accumulated mutations in

genes that control important facets of cell biology, including antiviral defense [192]. Defects

in cellular antiviral defense mechanisms will have impacts on viral replication that may not

be physiologically relevant. Thus, an ideal in vitro cell culture model system for studying

virus biology should be representative of cells in vivo.

Primary cell culture models best represent cells of their original tissue. Following viral

exposure, various myeloid cell subsets are known to play central roles in the antiviral immune

response and viral clearance. Monocytes are one such subset. Monocytes are widespread in

the bloodstream and are often the first population of immune cells that contact viruses. Fur-

ther, as a mechanism of host defense, monocytes differentiate into long-lived macrophages

that function as key mediators of inflammation and antiviral immunity. Many viruses, in

turn, hijack monocytes and macrophages and exploit them as vessels for viral replication and

dissemination throughout the body [20]. Thus, these cells sometimes act as a double-edged

sword during viral infections; monocytes and macrophages are important for antiviral immu-

nity, but can also be manipulated by viruses to ensure their propagation and transmission.

Studying the biology of viruses in natural host cell targets like monocytes and macrophages

is essential to provide physiologically relevant insights into virus biology and virus-driven

diseases.

Primary monocytes and macrophages are not a particularly tractable model system.

Blood circulating monocytes are non-proliferative [193], are in low abundance (3-8% of blood

mononuclear cells) [194], and standard isolation procedures vary in purity and yield, thereby
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introducing variability from one experiment to the next. In addition, acquiring these cells

requires consistent access to blood donors or their purchase from commercial sources, both

of which come at considerable cost. Cells differentiated from induced pluripotent stem cells

(iPSCs), however, overcome many of these limitations. iPSCs are a type of pluripotent stem

cell—master regulator cells capable of giving rise to different cell types—that are obtained

from somatic cells through genetic reprogramming [195, 196]. Since iPSCs proliferate indef-

initely, large numbers of cells can be obtained from a single clone, providing much needed

consistency between experiments. iPSCs can also be differentiated into a variety of cell

types that resemble primary cells, enabling much needed biological relevance. Finally, iPSCs

can be genetically modified with tools like CRISPR, and the engineered traits subsequently

passed on to a desired differentiated cell type [197, 198], thus enabling genetic modification of

physiologically relevant cell types that would be otherwise extremely difficult to manipulate

in vitro. When taken together, generating monocytes and monocyte-derived macrophages

from iPSCs has the potential to overcome many of the difficulties associated with primary

blood-derived cells.

Here, we evaluate a kit-based method for producing monocytes from iPSCs. Following

iPSC differentiation, we harvest CD14-positive monocytes and then differentiate them into

macrophages. We then compared blood- and iPSC-derived cells using several metrics, includ-

ing surface marker expression by flow cytometry, global transcriptome profiling (RNAseq),

and genome-wide chromatin accessibility (ATACseq). Our results confirm that these iPSC-

derived cells are virtually indistinguishable from their blood-derived counterparts. To assess

their utility as virus infection models, we challenged iPSC-derived macrophages with a panel

of clinically relevant RNA viruses (dengue virus, HIV-1, and influenza virus) and found that

iPSC-derived macrophages faithfully recapitulate the viral replication kinetics observed in

blood monocyte-derived macrophages. These methods should prove invaluable in answering

questions relating to human monocyte and macrophages roles in virology, given their ease

of access, reproducibility, and biological relevance.
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5.4 Results

5.4.1 Monocytes and macrophages differentiated from iPSCs are phenotyp-

ically similar to primary blood-derived cells.

Myeloid cells, including monocytes and macrophages, are differentiated from hematopoi-

etic stem progenitor cells (HSPCs). Here, we used a commercially available differentiation kit

to generate these HSPCs from induced pluripotent stem cells (iPSCs). Following the man-

ufacturers directions, these progenitor cells were then differentiated into monocytes, which

were harvested directly from the cell culture supernatant. To establish the robustness of

this method, we evaluated monocyte yields from two patient-derived iPSC cell lines over a

4-week timecourse, with serial harvests every 4-5 days. The total average number of mono-

cytes produced from four wells of a 6-well dish was 40.1x106 cells (n = 2 iPSC lines iCTR

and iC7-2). After an initial burst of monocytes in the first two weeks (28.2x106 total cells),

we observed a gradual decline in cell numbers over the remaining two weeks (7.5x106 cells in

week 3 and 4.4x106 cells in week 4). In contrast, single 50 ml blood harvest yielded 2.0x106

of monocytes on average (n=6 harvests).

To determine if iPSC-derived monocytes were similar to their blood-derived counter-

parts, we assessed cell morphology by bright-field microscopy and surface marker expression

by flow cytometry. Monocytes derived from both iPSCs and blood were adherent, large (12-

21 µm in diameter), and round to oval shaped (Fig. 5.1A). Blood- and iPSC-derived mono-

cytes expressed canonical surface markers CD14 and CD11b (Fig. 5.1B). Although the purity

of iPSC-derived monocytes was lower than blood-derived cells (Figure 5.2A, average CD14+

cells 75.2%, n = 2 iPSC lines vs. 93.1% from blood), our results were consistent with the

manufacturers expectations. We next determined the capacity for iPSC-derived monocytes

to differentiate into macrophages. Adhered monocytes were first treated with macrophage

colony stimulating factor (M-CSF) for four days to generate naiive (M0) macrophages. M0

macrophages were then polarized into M1 (pro-inflammatory) or M2 (anti-inflammatory)
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Figure 5.1: Monocytes and macrophages differentiated from iPSCs are pheno-
typically similar to primary blood-derived cells. (A) iPSCs were differentiated into
monocytes following the manufacturer’s instructions (STEMdiff monocyte kit, see meth-
ods). Blood was drawn from healthy donors and monocytes were isolated through a series of
density gradient purifications (see methods). Subsequently, both blood- and iPSC-derived
monocytes were differentiated into näıve M0 macrophages via 10 ng/mL M-CSF treatment
for 4 days. Näıve macrophages were then polarized into M1 macrophages using 50 ng/mL
IFN-γ and 10 ng/mL LPS, or into M2 macrophages using 10 ng/mL IL-4 for 48 hours. The
morphology comparison between different monocytes and macrophage subtypes are shown
as bright field images. Scale bars equal 40 µm. (B, C) The expression levels of surface
proteins were quantified via fluorescent antibody staining followed by flow cytometry (1 rep-
resentative experiment shown from 3 biological replicates). Monocytes and the subsequent
macrophage subtypes derived from blood and two unique patient-derived iPSC lines were
used for the analysis. (B) The expression levels of monocyte markers CD14 and CD11b were
quantified for freshly isolated monocytes, and following macrophage polarization (C) the ex-
pression levels for CD80 (M1 macrophage marker) and CD206 (M2 macrophage marker) were
quantified within the CD14+ macrophage subset.
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subsets using IFN-γ and LPS (lipopolysaccharide) or IL-4, respectively. iPSC monocyte-

derived macrophages were similar in morphology to primary monocyte-derived macrophages

(Fig. 5.1A), and expressed similar levels of CD80 (M1 subset marker) and CD206 (M2 sub-

set marker) surface markers (Fig. 5.1C, Figure 5.2B). When taken together, iPSC-derived

monocytes and monocyte-derived macrophages are similar in morphology and surface marker

expression when compared to their primary cell counterparts.

5.4.2 Blood- and iPSC-derived monocytes and macrophages demonstrate

similar transcriptomic change during differentiation and polarization

To examine whether the blood- and iPSC-derived monocytes/macrophages exhibit sim-

ilar transcriptional profiles, we carried out transcriptomic and chromatin accessibility analy-

ses of all cell types during differentiation and subsequent polarization via bulk RNA-seq and

ATAC-seq. Through RNA-seq analysis, we observed distinct transcriptomic profiles that

are representative of the cell types during differentiation/polarization, as the primary (PC1,

56.9% data variance) and the secondary (PC2, 18.0%) principle components clearly separate

the data sets based on the cell type (indicated in colors in Fig. 5.3A). On the other hand,

the tissue origins (blood or iPSC, indicated in symbol shapes in Fig. 5.3A) or the biological

replicates had minimal effects on the data variance. In addition, via pair-wise transcriptomic

comparisons of blood- and iPSC-derived monocytes and macrophages , we observed strong

correlation of gene expressions between blood- and iPSC-derived cells: monocytes (Pearson

Correlation Coefficient, PCC=0.95), M0 (PCC=0.95), M1 (PCC=0.95) and M2 (PCC=0.94)

(Fig. 5.3B). Together, this suggests that blood- and iPSC-derived monocytes/macrophages

have similar transcriptomic profiles at each differentiation/polarization stage, and that they

are equally capable of being polarized into the desired macrophage subtypes, independent

of their tissue origins.

Furthermore, comparisons across distinct cell types yielded gene sets undergoing sig-

nificant transcriptional changes. We closely examined the genes that are differentially ex-
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Figure 5.2: Comparison of surface marker expression between blood- and iPSC-
derived monocytes. iPSCs were differentiated into monocytes following the manufac-
turer’s instructions (STEMdiff monocyte kit, see methods). Blood was drawn from healthy
donors and monocytes were isolated through a series of density gradient purifications (see
methods). The expression levels of surface proteins were quantified via fluorescent antibody
staining followed by flow cytometry (error bar indicates SEM for 2-3 biological replicates).
(A)The expression levels of monocyte markers CD14 and CD11b were quantified for freshly
isolated monocytes. (B) The expression levels of CD80 and CD206 were quantified us-
ing polarized macrophage subtypes derived from blood or IPSC. n.s.: not significant, **:
p-value≤0.01 via two-tailed Student’s t-test between Blood- and iPSC- derived macrophage.
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Figure 5.3: Blood- and iPSC-derived monocytes and macrophages share simi-
lar transcriptomic profiles during differentiation. (A) Principle component analysis
(PCA) of the transcriptomic profiles of blood- and iPSC-derived monocyte/macrophage cell
types. The first two principle components are shown with the percentages of variance in-
dicated in parentheses. The specific cell types are indicated by different colors, while the
origin of the cell types are indicated by shapes (green, monocytes; orange, M0 macrophages,
maroon, M1 macrophages; blue, M2 macrophages. Triangle, iPSC derived; circle, blood de-
rived). (B) Scatter plots of the log10-transformed fragments per kilobase of transcript per
million (FPKM) values for all RNA transcripts from each cell type that was either derived
from blood (y-axis) or iPSC (x-axis). The red line is the linear regression curve of the x
and y values, and the Pearson correlation coefficients of the linear regression is indicated
on each plot. (C) Heatmap of the top 15 differentially expressed genes from each pair-wise
comparison representing the genes undergoing significant changes during monocyte differen-
tiation or macrophage polarization. The library size and FPKM-normalized expression data
is further scaled to row mean. Each row represents an individual gene, and each column rep-
resents the average expression of two biological replicates, where the cell type and origin are
color-coded at the top. (D) Gene ontology (GO) enrichment analysis of genes undergoing
significant expression change during monocyte differentiation or macrophage polarization.
The top three enriched GO terms are indicated on each row. The data points shows the
degree of enrichment, where the size of the symbol indicate number of genes included, and
the x-axis indicates -log10 transformed adjust p-values from the enrichment analysis.
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pressed during monocyte to macrophage differentiation (monocytes vs. M0 macrophages)

and macrophage polarization (M0 vs. M1 macrophages, M0 vs. M2 macrophages) through

pair-wise comparisons (Fig. 5.3C). These transcriptional changes are consistent with previ-

ously described, cell-type-specific gene signatures, regardless of iPSC or blood origin. First,

comparing the monocytes to näıve (M0) macrophages resulted from M-CSF treatment, we

noticed a group of genes that defines classical monocytes undergoing down regulation (CTSG,

FCN1, IL1RL1). Gene ontology enrichment analysis indicated that the down-regulated genes

from monocytes to M0 macrophages are related to monocyte chemotaxis and differentiation

(Fig. 5.3D) [199–201]. As expected, when näıve macrophages are polarized towards the in-

flammatory M1 macrophage subtype via pro-inflammatory treatment of LPS and IFN-γ, we

observed consistent upregulation of genes involved in inflammatory responses (IRF1, IL6,

TNF etc.) as well as interferon-gamma stimulated immune genes (GBP5, OAS1, STAT1

etc.) (Fig. 5.3C & D) [17, 202–204]. In the case of M0 to M2 macrophage polarization, the

classical IL-4 stimulated genes (TIMP3, CCL24, and CASP7) were similarly upregulated

in both blood- and iPSC-derived M2 macrophages [205–207]. Collectively, the compara-

tive RNA-seq analysis shows iPSC- and blood-derived monocytes and macrophages display

highly similar cell-type defining gene expression profiles.

5.4.3 Blood- and iPSC-derived macrophages demonstrate similar chromatin

accessibility changes during differentiation

To determine whether blood and iPSC-derived monocytes/macrophages exhibit similar

genome-wide chromatin accessibility landscapes, and hence to infer the essential transcrip-

tion factors that are essential for monocyte differentiation and macrophage polarization, we

carried out an Assay for Transposase-Accessible Chromatin using sequencing (ATAC-seq).

By first identifying open chromatin regions, then comparing the normalized read counts

within each open chromatin region, we found similar chromatin accessibility profiles among

the blood- and iPSC-derived monocytes and macrophage subtypes (Fig. 5.4A). We carried
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out correlation analyses of the scatters with a focus on open chromatin regions with read

coverage (FPKM) greater than 10. From this analysis, we observed a strong correlation

of chromatin accessibilities between blood- and iPSC-derived monocytes (PCC=0.91), M0

(PCC=0.89), M1 (PCC =0.82) and M2 (PCC =0.63) macrophages. The relatively lower

correlation between blood and iPSC-derived M2 macrophages is likely the result of hetero-

geneity during macrophage polarization [17]. Furthermore, to unbiasedly characterize the

accessibility change within these open chromatin regions across the macrophage lineages, we

carried out hierarchical clustering of the accessibility profiles among the relevant cell types

to parse out patterns of chromatin accessibility changes. Consistent with the correlation

analysis, blood- and iPSC-derived monocytes and macrophages have similar chromatin ac-

cessibility profiles within the same cell types, but differ distinctively across cell types (Fig.

5.4B, “AC” denotes ATAC-seq clusters). For example, within AC1 cluster, we identified

a group of chromatin regions that are only highly accessible in iPSC progenitors but re-

mained relatively closed across the monocyte/macrophage lineages, and vice versa in the

AC3 cluster. We also identified accessible chromatin regions that are specific to monocytes

(AC4), and M1 (AC6) and M2 (AC7) macrophages. Interestingly, we also found a group of

chromatin regions that are more accessible in iPSC and M2 macrophages but not in other

cell types (Figure 5.4B, AC2). Together, through unbiased clustering, we identified unique

ATAC-seq open chromatin regions representative of each cell type. These cell-type-defining

open chromatin regions are conserved from blood to iPSC derived cell types.

Looking more closely, when combining the ATAC-seq and RNA-seq datasets together,

we observed consistency between open chromatin regions and cell type-specific expression

of key gene signatures for specific cell types (Fig. 5.4C). For example, Ficolin-1 (FCN1) is

known to be highly expressed in blood circulating classical monocytes [208]. We found that

the expression of FCN1 distinguishes monocytes from monocyte-derived macrophages in both

blood- and iPSC-derived systems (left in Fig. 5.4C). This is likely the result of transcription

factor binding activities happening upstream of the FCN1 gene. Consistent with this asser-
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tion, we observed similar chromatin footprints upstream of the FCN1 gene locus between

blood- and iPSC-derived monocytes that were absent in macrophages. These observations

were further extended to M1 macrophage-specific IRF1 transcription and M2 macrophage-

specific GATA3 transcription (center and right in Fig. 5.4C, respectively) [209–211]. To-

gether, this suggests not only do blood- and iPSC-derived monocytes and macrophages

feature similar transcriptomic profiles, this similarity is also the result of highly similar tran-

scription regulatory network.

Finally, to determine the underlying transcription factors that are likely dictating the

unique transcription profiles among blood- and iPSC-derived monocyte/macrophage lin-

eages, we carried out motif enrichment analysis on identified open chromatin region clusters

(Fig. 5.4D). Consistent with the previous understanding, we observed strong SOX2 and

NANOG motif enrichment in AC1, the open chromatin cluster specific to iPSC progenitors

[37]; PPARγ and STAT6 enrichment for cluster AC3, representing chromatin regions that

remained accessible across myeloid lineages [212]; enrichment of STAT1 and IRF3 motifs in

M1 macrophage-specific open chromatin regions (AC6) [205]; and the enrichment of STAT6,

RUNX1/2, CEBPα/ β, and PU.1/SPI1 family motifs in chromatin regions unique to M2

macrophages (AC2 and AC7) [213]. Together, this highlights the similarity of transcriptional

networks underlying the blood- and iPSC-derived monocyte/macrophages cell types.

5.4.4 Blood- and iPSC-derived macrophages support persistent HIV-1 in-

fection

Now that we have demonstrated that iPSC- and blood-derived macrophages are phe-

notypically similar and nearly identical in their transcriptomic and chromatin accessibility

profiles, we sought to assess their utility as model systems for diverse viral infections. First,

we started with HIV-1. HIV-1 tropism is usually restricted to T cells that express the re-

quired receptor (CD4) and co-receptors (CCR5 or CXCR4) used for virus entry. However,

during the course of HIV-1 infection, viral variants emerge that have the capacity to infect
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Figure 5.4: Blood- and iPSC-derived monocytes and macrophages share sim-
ilar chromatin accessibility profiles following differentiation and polarization.
(A) Scatter plots of the log10-transformed fragments per kilobase of transcript per mil-
lion (FPKM) values for all ATAC-seq peaks from each cell type that was either derived from
blood (y-axis) or iPSC (x-axis). (B) Heatmap of open chromatin regions that demonstrated
significant accessibility changes during monocyte differentiation or macrophage polarization.
The regions are assigned to clusters AC1-AC7 through hierarchical clustering (shown on the
left). The library size and FPKM-normalized read counts for each ATAC-seq peak is further
scaled to the row mean. Each row represents an ATAC-seq peak, and each column is the
average chromatin accessibility of two biological replicates, where the cell type and origin are
color-coded at the top. (C) Integrated Genome Viewer (IGV) screenshots of chromatin ac-
cessibility changes along with gene expression changes of representative genes (FCN1, IRF1
and GATA3) during monocyte differentiation and macrophage polarization. Each track is a
bargraph representing the counts-per-million-mapped-reads (CPM)-normalized read cover-
age over ATAC-seq peaks or annotated genes. Each track is also representative of the two
biological replicates. The track heights are group auto-scaled, and the scale for each group is
indicated on the first track. (D) Transcription factor motif enrichment analysis of each open
chromatin region clusters (shown in B, represented here in each column) that demonstrates
significant accessibility changes during monocyte differentiation or macrophage polarization.
The enriched transcription factor motifs that are relevant to macrophage lineages are rep-
resented on each row, and annotated on the right. The adjusted p-value from the motif
enrichment is -log10 transformed and then row mean-normalized.
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monocyte-derived and tissue-resident macrophages. These cells are thought to be important,

long-term viral reservoirs in vivo (reviewed in [214]), and thus exploring HIV-1 biology in

these clinically relevant cells would provide valuable insights into the role macrophages play

as reservoirs for HIV-1 infection.

To comparatively assess iPSC- and blood-derived macrophages for their susceptibility

to HIV-1 infection, we utilized unpolarized (M0) macrophages as our model. Unpolarized

macrophages are generally susceptible to HIV-1 infection, whereas M1- or M2-polarized

macrophages are refractory [34]. We infected these cells with HIV-1 isolate SF162, a pro-

totypical macrophage-tropic HIV. Seven days post infection, the cell supernatant was used

to infect TZM-bl indicator cells (a CD4/CCR5 expressing cell line that produces luciferase

in response to HIV-1 gene transcription, [215]) to monitor for the presence of virus in the

cell supernatant. Additionally, HIV-1 exposed macrophages were washed extensively, then

lifted from the dish and co-cultured with TZM-bl cells for 3 days, thus enabling cell-cell in-

fection by HIV-1 (Fig. 5.5A). Virus released from macrophages into the culture supernatant

was infectious in TZMbl cells, and the magnitude of this infection was comparable between

culture supernatant obtained from HIV-1 exposed blood- and iPSC-derived macrophages

(Fig. 5.5B). Further, macrophages were demonstrated to be persistently infected, as the

macrophages used in co-culture were fully viable and capable of transmitting virus to näıve

cells (Fig. 5.5C). When taken together, iPSC-derived macrophages can be substituted for

blood-derived cells as a suitable model system to study HIV-1 infection.

5.4.5 Blood- and iPSC-derived macrophages support high titer dengue virus

production

Monocytes and macrophages are known to support dengue virus replication. Following

the initial exposure to dengue virus, monocyte/macrophage-mediated antibody-dependent

infection enhancement is the key that allows the virus to establish the systemic infection and

subsequently leads to severe symptoms [23]. We next sought to test the capacity of iPSC-
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Figure 5.5: iPSC- and blood-derived macrophages are equally susceptible to
HIV-1 infection. (A) Blood- and iPSC-derived monocytes were differentiated into M0
macrophages using M-CSF. Macrophages were infected with HIV-1 isolate SF162 and then
seven days later the virus-containing cell supernatant was removed and used to infect TZMbl
indicator cells for 2 d (B). In parallel, macrophages were washed extensively, lifted from the
culture dish and then co-cultured with TZMbl indicator cells for 3 d (C). TZMbl indicator
cells respond to HIV-1 infection by producing luciferase, an enzyme whose activity can be
quantitatively assessed by light output (Y-axis values). Error bars represent the mean +/-
SD of technical triplicates from 1 (mock) or 2-3 biological replicates (HIV-1 infected cells).
Values above bars represent fold change relative to mock infected cells.
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derived macrophages to serve as a relevant model for dengue virus infection. We infected

blood- and iPSC-derived M0 macrophages with dengue virus 2 (DENV2 Thailand/16681/84)

at MOI of 0.1 and enumerated viral titers in the cell supernatant by plaque assay over a

time course (Fig. 5.6A). We observed that both blood- and iPSC-derived macrophages sup-

ported dengue virus replication to similar endpoint titers and growth kinetics (Fig. 5.6B).

We then tested the effects of M1 macrophage polarization on dengue virus replication. LPS

and IFN-γ, both used in inducing M0-to-M1 polarization, are known to render cells refrac-

tory to dengue virus infection [216–218]. In line with these studies, we observed that M1

macrophages showed significant restriction on dengue virus replication compared to M0 and

M2 macrophage subtypes (Fig. 5.6C). We speculate that such differences can be attributed

to certain dengue virus restriction factors within the inflammatory macrophage subtypes.

Collectively, our results suggest that dengue virus infection is appropriately modeled in

iPSC-derived macrophages, further emphasizing the important utility of these cells.

5.4.6 Blood- and iPSC-derived macrophages restrict influenza virus produc-

tion at a late stage of virus infection

It was previously shown that monocyte-derived macrophages from blood exhibit po-

tent restriction against most seasonal influenza virus strains, although the exact mecha-

nism remains unknown [219]. Here, we sought to test if iPSC-derived macrophages also

restrict influenza virus production, and to characterize the state at which virus infection is

restricted. First, we infected blood- and iPSC- derived näıve macrophages with influenza

virus (A/Udorn/307/1972) at an MOI of 0.1 and 0.01 and monitored for infectious virus

production by plaque assay 24 h later (Fig. 5.7A). Notably, we found that influenza virus

production is limited in both iPSC- and blood-derived macrophages (Fig. 5.7B), further

providing evidence that iPSC-derived macrophages fully recapitulate phenotypes observed

in blood-derived cells. Next, we repeated viral growth assays in several control cell lines: 1)

THP-1 and U937 are monocytic cell lines that can be differentiated into macrophages using
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Figure 5.6: Blood- and iPSC-derived macrophages support high titer dengue
virus production. (A, B) Blood- and iPSC-derived M0 macrophages were infected with
dengue virus 2 at an MOI of 0.1 and the cell culture supernatant was harvested and titered
by plaque assay at the indicated time points post infection (X-axis). (C) Blood- and iPSC-
derived macrophages subtypes, M0, M1, and M2, are infected with Dengue virus 2 at MOI
of 0.1 for 48 hours, and the supernatant from the infection was harvested and titered by
plaque assay. Error bars represent SD of 2-3 biological replicates. n.s.: not significant, *:
p-value ≤ 0.05, **: p-value ≤ 0.01 via two-tailed Student’s t-test between pair-wise viral
titers comparison.



127

PMA (phorbol 12-myristate-13 -acetate) and 2) A549 cells are common lung epithelial cells

that are susceptible to influenza virus infection. We observed significant virus production in

both PMA-differentiated macrophages and in A549 cells (Fig. 5.7B). When taken together,

our results indicate that influenza virus infection is robustly restricted by a host factor that

is specifically expressed in primary and iPSC-derived macrophages, but not in commonly

used cell lines for influenza virus propagation.

We then sought to address at which stage of infection influenza virus is being restricted

at in these macrophages. We first analyzed intracellular viral RNA (vRNA) levels using a

flow-cytometric based RNA FISH assay (FISH-Flow). In this assay, 48 short (18-22 nt) DNA

oligos were tiled across segment 2 of the influenza virus genomic RNA and labeled with a

fluorescent fluorophore (ATTO 488). The collective accumulation of these probes binding

to vRNA enable highly sensitive detection of vRNA positive cells. Influenza virus-infected

macrophages were hybridized with FISH probes labeling viral RNA, and then the percent

viral RNA positive cells were enumerated. Mock infected cells treated with FISH probes were

used to generate a vRNA positive gate (Fig. 5.7C) and representative gates from influenza

infected macrophages are shown in (Fig. 5.7D). We observed similar levels of vRNA-positive

cells in iPSC- and blood-derived macrophages, and note that the levels of vRNA increased

in an MOI-dependent manner (Fig 6D). We next assessed the expression levels of a viral

protein, hemagglutinin (HA), at the cell surface. HA is the major virus surface glycoprotein

that involved in cellular entry. Similar to what was observed for vRNA, we also observed

significant numbers of HA-positive cells that also increased in an MOI-dependent manner

(Fig. 5.7E). Similar experiments were performed in the highly permissive A549 cells, further

validating these approaches (Fig. 5.8). Collectively, this data reveals that influenza virus

infection is not likely restricted at the step of vRNA replication or protein translation, further

suggesting that influenza virus production from macrophages is restricted during viral egress

from the cell.
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Figure 5.7: Blood- and iPSC-derived macrophages exhibit similar restriction
against influenza virus infection during virus budding. (A) Schematics of experi-
ment setup to quantify influenza virus genome replication, viral protein and infectious virion
production. Blood/iPSC-derived macrophages, along with differentiated THP1, U937 and
A549 cells were infected with influenza virus at indicated MOI of 0.1 and 1.0 for 24 hours.
(B) The supernatant containing infectious virions were harvested and titered via plaque
assay, while (C-E) intracellular viral RNA (vRNA) and surface hemagglutinin (HA) were
analyzed by flow-cytometry . (C) Mock infected cells were used to draw vRNA- and HA-
positive gates. For HA staining, both dim and bright gates were used to identify their re-
spective HA-positive populations. (D) vRNA-positive and (E) surface HA protein-positive
cells were enumerated by flow cytometry. All flow cytometric events were gated on forward
area scatter (FSC-A) and side area scatter (SSC-A) properties, followed by singlet discrimi-
nation. Flow cytometric plots are representative of two independent experiments and data
graphed display the mean +/- SEM from two biological replicates.
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Figure 5.8: Detection of vRNA and HA in influenza virus permissive A549 cells.
Mock infected cells were used to draw vRNA- and HA-positive gates. For HA staining,
both dim and bright gates were used to identify their respective HA-positive populations.
vRNA-positive and surface HA protein-positive cells were enumerated by flow cytometry.
All flow cytometric events were gated on forward area scatter (FSC-A) and side area scatter
(SSC-A) properties, followed by singlet discrimination.The flow cytometric plots from two
independent experiments are shown and the corresponding bargraphs display the mean +/-
SEM from two biological replicates.
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5.5 Discussion

Monocytes and macrophages are essential cellular components of the innate immune

system. They are oftentimes the first population of immune cells to encounter pathogens,

and they play a critical role in microbial clearance through phagocytosis and activation of

adaptive immunity. Despite their important role in immunity, these cells may also serve

as a double-edged-sword; monocytes and macrophages are oftentimes exploited by viruses

as vessels for viral replication and dissemination throughout the body. Thus, studying the

biology of viruses in macrophages and how these essential innate immune cells respond to

infection is of upmost importance.

The main source of monocytes and macrophages are primary cells derived from blood

donors. However, despite their improved relevance over standard immortalized cell lines

(THP-1, U937, etc.), there are numerous challenges that come along with working with

these primary cell types. First, monocytes circulate in low numbers in the blood, cannot

be propgated in vitro, and thus require large volumes of blood for routine experimentation.

Second, the reliance on donors with different genetic backgrounds leads to heterogenetity

in cellular response and function, which confounds experimental conclusions. To overcome

these limitations, human iPSC-derived monocytes and macrophages have seen increased

utilization. We routinely isolated monocytes every 4-5 days for up to a month from just a

few wells of a 6-well dish. If greater cell yields were needed, one would just need to scale

appropriately.

Using three clinically relevant human viruses, HIV-1, dengue virus, and influenza A

virus, we show that iPSC monocyte-derived macrophages faithfully recapitulate relevant

phenotypes observed in primary blood monocyte-derived macrophages. This is exemplified

by several key findings. First, we demonstrate that HIV-1 and dengue virus replication are

virtually identical in iPSC- and blood-derived macrophages. We observed similarities in viral

growth kinetics and endpoint viral titers for dengue virus, and note that HIV-1 is similarly
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capable of initiating cell-free and cell-to-cell transfer from persistently infected iPSC- and

blood monocyte-derived macrophages. Second, we show that dengue virus replication is

similarly restricted in iPSC and blood M1 macrophages, recapitulating a phenotype not

seen in cell lines used in this field. Finally, we show that seasonal influenza A virus infection

is similarly restricted in iPSC- and blood monocyte-derived macrophages at a late stage of

the virus replication cycle, and that this blockade was not present in immortalized monocytic

or epithelial cell lines. This later finding is significant because, despite the utility that PMA-

induced THP-1 and U937 immortalized macrophages provide for influenza virus research,

they do not faithfully recapitulate key viral restriction phenotypes that are observed in

primary human cells. When taken together, iPSC-derived monocytes and macrophages

should be considered a vital cell culture model system for studying virus biology and host

response to infection.

In summation, we have shown that iPSC-derived monocytes and macrophages are a

valuable model system for probing questions related to virus biology and host response to

infection. In addition, we have provided one of the most comprehensive comparisons of global

gene expression and genome structure changes during iPSC and blood cell differentiation into

monocytes and M0, M1, and M2 monocyte-derived macrophage subsets. We conclude that

iPSC-derived cells display near identical properties to primary blood-derived cells and thus

would serve as a valuable alternative to primary cells obtained from human blood donors.

5.6 Method

5.6.1 Cell lines and culture conditions

Monocytic cell lines THP-1 (ATCC TIB-202) and U937 (ATCC CRL-1593.2) cells were

cultured in RPMI-1640 Medium (ATCC #30-2001) with 10% FBS and 1% Pen Strep (com-

plete medium). TZM-bl (NIH ARP # 8129), MDCK (ATCC CCL-34) and BHK (ATCC

PTA-3544) cells were cultured in Dulbecco’s modified Eagle medium (Invitrogen) with 10%
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FBS, 2 mM L-glutamine, and 1% Pen Strep (complete medium). A549 cells were cultured

with F-12K medium supplemented with 10% FBS, 2 mM L-glutamine, and 1% Pen Strep.

The iPSC cell line, iC7-2, was obtained from University of Colorado Anschutz Gates Center

for Regenerative Medicine, and the iCTR was obtained from Cedars-Sinai Medical Center

iPSC Core. Specifically, iC7-2 line was generated from deidentified specimens from Lonza’s

publicly available biorepository (Lonza C7 fibroblasts). The reprogramming was carried out

by the Gates Center for Regenerative Medicine staff via transfection of modified mRNAs and

miRNAs using a virus-free and non-integrating method[220]. The iCTR cell line was gener-

ated from healthy donor PBMCs (CS0594iCTR), and the reprogramming was performed via

nucleofection of episomal plasmids by the core staff as previously described[221]. The iPSC

lines were characterized through karyotype analysis, mycoplasma testing and pluripotency

testing. Both iPSC lines are maintained in mTeSR Plus medium (STEMCELL #100-0276)

using hESC-qualified Matrigel (Corning CLS354277) coated plates. All cells were maintained

at 37C and 5% CO2.

5.6.2 Differentiation of iPSC-derived monocytes using STEM Diff

For each iPSC cell line, approximately 120 iPSC aggregates with 50-200 µm were

seeded in 4 wells of hESC-qualified Matrigel (Corning CLS354277) coated 6-well tissue cul-

ture plates. The next day, the plates were examined under a light microscope to ensure

around 60-80 iPSC aggregates were seeded within each well of the 6-well plate. The differ-

entiation of iPSC into monocytes followed the STEMdiff Monocyte Kit protocol specified

by the manufacturer (STEMCELL # 05320). By day 10 of the protocol, monocytes were

observed to lift off the basal hematopoietic progenitor cells and remain in the media sus-

pension. Subsequently, we followed a fixed schedule to harvest monocytes from the culture

supernatant: starting with 2 mL of monocyte differentiation medium (StemSpan SFEM II

[STEMCELL #09605] + 1X STEMdiff monocyte differentiation supplement [STEMCELL

#05324]) in each well, we incubate the culture for 2 days; we then top up with 2 mL addi-
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tional monocyte differentiation medium and incubate for another 2-3 days; finally, we harvest

the entire supernatant containing differentiated monocytes after 4-5 days, and replace with

2 mL fresh monocyte differentiation medium. This harvest schedule was repeated 7 times

over the course of 6 weeks.

The harvested monocytes in the supernatant were collected via centrifugation at 300xg

for 5 minutes. And a media transition technique was adapted to introduce the iPSC-derived

monocytes to the ImmunoCult-SF Macrophage Medium (STEMCELL #10961). Specifi-

cally, medium ratio of 1:3 for monocyte differentiation medium:ImmunoCult-SF macrophage

medium was used to plate the harvested monocyte onto fresh 6-well tissue culture plates on

the day of monocyte harvest. In the following days, a daily media change was performed

on the adherent monocytes following the monocyte differentiation medium:ImmunoCult-SF

macrophage medium ratio of 2:2 (1 day after harvest) and 3:1 (2 days after harvest). We

started iPSC-derived monocyte to macrophage differentiation 3 days after monocyte harvest

by replacing medium with 100% ImmunoCult-SF macrophage medium containing 10 ng/mL

M-CSF.

5.6.3 Isolation of blood-derived monocytes

To obtain blood-derived monocytes, 50 mL of human blood was collected on the day

of purification. Within 1 hour of blood collection, 12 mL aliquots of blood were diluted

1:1 with PBS + 2% FBS before being loaded onto 15 mL of Lymphoprep (STEMCELL

#07801). The layered blood-Lymphoprep mixture was centrifuged at 800xg for 20 minutes

at room temperature with brake off. After the centrifugation, the plasma layer was gently

removed and discarded. The mononuclear cell layer was collected with washed with PBS

+ 2% FBS for at least three time with low-speed centrifugation at 180xg for 10 minutes at

room temperature to remove the contaminating platelets. Subsequently, the monocytes were

purified from mononuclear cells via Percoll (Sigma-Aldrich P4937) gradient centrifugation

following published protocol (Mosher 2021). Briefly, mononuclear cells from preview step
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were resuspended in 3 mL of RMPI+1%FBS and slowly layered on top of density gradient.

The density gradient was prepared within a 15-mL conical tube: First, a 100% Percoll

fraction was prepared by mixing 4.5 mL Percoll with 0.5 mL 1x dPBS; then the 52.5%

Percoll fraction was prepared by mixing 2.675 mL 100% Percoll fraction with 2.325 mL

RPMI+1%FBS, and the 45% Percoll fraction was prepared by mixing 2.25 mL 100% Percoll

fraction with 2.75 mL RPMI+1%FBS; finally, the density gradient was prepared by slowly

layering 4.5 mL of the 52.5% Percoll fraction followed by 4 mL of 45% Percoll fraction.

The density gradient containing mononuclear cells was then centrifuged at 610xg for 30

minutes at room temperature with the brake off. The middle layer, containing monocytes,

were collected and washed with PBS via centrifugations at 250 xg for 10 minutes at room

temperature three times. The final monocytes were plated onto 6-well plate at 2x106 cells

per well.

5.6.4 Monocyte to macrophage differentiation

To differentiate monocytic cell lines into macrophages, THP-1 and U937 cells were

plated at 2x106 cells per well of a 6-well dish in RPMI-complete medium supplemented

with 10 ng/mL PMA (phorbol 12-myristate 13-acetate; Sigma-Aldrich P8139) and cultured

for 3 days. To differentiate both iPSC-derived and blood-derived monocytes into näıve

macrophages, monocytes were plated at 1x106 cells per well of a 6-well in ImmunoCult-SF

macrophage medium supplemented with 10 ng/mL M-CSF (Fisher Scientific 216-MC-010)

and cultured for 4 days. To polarize the näıve macrophages into M1 subtype, the M0

macrophages were incubated in ImmunoCult-SF macrophage medium supplemented with 50

ng/mL Interferon-gamma (R&D 285-IF-100/CF) and 10 ng/mL lipopolysaccharide (Sigma-

Aldrich L2018) for 2 days. To polarize the näıve macrophages into M2 subtype, the M0

macrophages were incubated in ImmunoCult-SF macrophage medium supplemented with

Interlukin-4 (Sigma-Aldrich H7291) for 2 days.
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5.6.5 Phenotypic profiling of surface markers by flow cytometry

To carry out phenotypic profiling, at least 1x105 cells was lifted off the tissue culture

plate via treatment of Accutase (STEMCELL #07922). The cells were washed once with

PBS, and incubated with 25 µg/mL Fc receptor block (BD #564220) diluted in 50 µL FACS

buffer (PBS + 1mM EDTA + 2% FBS) for 10 minutes at room temperature. Without

removing Fc blocking solution, additional 1 uL of corresponding stock fluorescently labelled

cell surface antibodies were spiked into the solution (CD14-PE/Cy7 [BioLegend 301813],

CD11b-PE [BioLegend 301305], CD80-PE [BioLegend 305207], CD206-FITC [BioLegend

321113],). The cells are then incubated in dark at 4C for 30 minutes to allow antibody

binding. After the incubation, unbound antibody was washed off twice using FACS buffer.

The flow cytometry analysis was carried out using BD Accuri C6 Plus flow cytometer, and

the analysis was done using FlowJo analysis software v10.8.0.

5.6.6 Transcriptomic profiling using RNA-seq and ATAC-seq

ATAC-seq and RNA-seq Library preparation. iPSCs, along with blood- and iPSC-

derived monocytes/macrophages are cultured in 6-well plates at 1x106 cells/well, each with

biological duplicates. The cells were lifted via treatment of Accutase (STEMCELL #07922)

for 20 minutes at 37 C, and 5x104 cells were split for ATAC-seq library preparation following

published Omni-ATAC protocol [11]. The ATAC-seq library was further size-selected using

BluePippin machine with 2% agarose gel cassette (Sage Science RBF2010) to enrich for

100-1000 bp fragments. For RNA-seq, total RNA was harvested using Zymo Quick-RNA

Microprep kit (Zymo R1050), and mRNA was enriched and prepared into sequencing library

using KAPA mRNA HyperPrep kits (Roche #8098123702). Both ATAC-seq and RNA-seq

were sequenced on NovaSeq 6000 System using 2x151 cycles for a minimum of 20 million

pair-end reads/library.

RNA-seq data analysis. Raw sequencing reads were first trimmed for low-quality reads
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and adapter sequences using BBDuk (BBMap v38.05). The trimmed reads are mapped

to human hg38 genome using HISAT2 v2.1.0. The number of reads mapped to human

RefSeq exons using FeatureCount (Subread v1.6.2). And the reads were normalized by size

factors and analyzed for differential expression using DESeq2 R package v1.34.0. To visualize

relative expression of genes, the fragments per kilobase of transcript per million mapped reads

(FPKM) of size-factor normalized read counts were extracted to plot the heatmaps, and the

expression level was subsequently scaled to row z-score. The gene ontology enrichment

analysis was done using R package clusterProfiler v3.0.4.

ATAC-seq data analysis. Raw sequencing reads were first trimmed for low-quality reads

and adapter sequences using BBDuk (BBMap v38.05). The trimmed reads are mapped

to human hg38 genome using Bowtie2 v2.2.9. The resulting mapped reads were used to

identify enriched open-chromatin peaks using the software package Genrich v0.6.1 in ATAC-

seq mode, which automatically removes mitochondrial reads, PCR duplicates, and correct for

read shifting caused by Tn5 transposition (Berg et al 1983). The identified narrow peaks were

then merged across biological duplicates and experimental conditions. The number of reads

mapped to each peak were counted using FeatureCount (Subread v1.6.2). The read counts

were then corrected for library size and Trimmed Mean of M-values (TMM) using edgeR

v3.36.0. We then identified open chromatin regions that underwent significant accessibility

changes during differentiation and/or polarization and clustered their accessibility profiles

using hierarchical clustering. The motifs that are significantly enriched within each cluster

were identified using Analysis of Motif Enrichment (AME, MEME suite 5.4.1) against the

reference human motif database HOCOMOCO v11.

5.6.7 Virus production, macrophage infections, and titering

Dengue virus. Propagation of Dengue virus. C6/36 mosquito cells were seeded at

1x105 cells/cm2 in a 150 cm2 flask to reach 80% confluency the next day. To make infection

medium, Dengue virus stock (DENV2 Thailand/16681/84) was diluted in PBS with calcium
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and magnesium to reach MOI of 0.001 in a total volume of 3 mL. The cells were incubated

with virus inoculum at 28°C for 1 hour. After the incubation, the inoculum was removed, and

cells were washed once with PBS. The cells were then incubated in EMEM+HEPES+2%FBS

for 7 days when additional fresh medium was added. On day 13, the supernatant from

infection was collected, and cell debris were spun down at 1,000xg for 5 minutes. The titer

of the dengue virus stock was determined using plaque assay on BHK cells as described

below.

Infection of macrophage. Macrophages were seeded at 1x106 cells/well in 6-well plates

on the day before infection. Dengue virus was diluted in ImmunoCult-SF macrophage

medium at the indicated MOI and incubated with macrophages for 1 hour. After the incuba-

tion, the incoulumn was removed, and the cells were washed with PBS three times. Finally,

2 mL ImmunoCult-SF macrophage medium was replaced on the cells. The supernatant was

collected at the indicated time after infection.

Infectious virus determination via the plaque assay. The titer of the dengue virus stock

as well as supernatant from macrophage infections were determined with plaque assays on

BHK cells. BHK cells were seeded into 6 well-plates at 1x106 cells/well to reach near conflu-

ency the next day. The virus stock or the infection supernatant were 10-fold serial diluted

in serum free DMEM, and 400 µL of the dilution was overlayed on BHK cells for 1 hour

at 37°C. After 1 hour, the inoculum was replaced with EMEM containing 1.2% Avicel and

10% FBS and incubated at 37°C for 5 days. After the incubation, the overlay medium was

washed off with PBS, the cells were fixed and visualized with 20% methanol containing 0.2%

crystal violet. The number of plaques were manually counted and reported as PFU/mL.

HIV-1. Generation of virus stocks. Blood was obtained from a healthy donor and

PBMCs were isolated following density gradient centrifugation (Lymphoprep; STEMCELL

Technologies cat# 07811). The isolated PBMCs were then cultured in RPMI complete media

supplemented with 5 µg/mL PHA (phytohemagglutinin; Sigma-Aldrich # 11249738001)

and 20 U/mL IL-2 (interleukin-2; PeproTech #200-02) for 3 days. After 3 days of PHA
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stimulation, the media was removed and the cells were expanded in RPMI complete plus

IL-2 (T cell maintenance medium). To prepare HIV-1 stocks, 1x107 PBMCs were pelleted

at 300 x g for 8 min, the media was removed, and the cell pellet was then resuspended in 1

mL of HIV-1 SF162 cell-free virus (NIH ARP #276). After a 1h incubation with virus, the

culture volume was increased to 10 mL (T cell maintenance medium) and the virus culture

was maintained for 14 days with the following considerations: on day 3, half of the media

was replaced with fresh media; on day 7, the culture volume was doubled by adding 1x107

fresh PBMCs; on day 9, half of the media was replaced with fresh media; and on day 14, the

cell supernatant was harvested and titered by TCID50 assay on TZM-bl reporter cells.

Macrophage infections. iPSC (n = 2 cell lines) and blood-derived M0 macrophages (n

= 1 donor in 3 biological replicates) were plated at 1x105 cells per well of a 48 well dish.

The next day, the cells were infected with HIV-1 SF162 virus (3.2x105 TCID50/mL) in the

presence of 5 µg/mL polybrene. The cells were spinoculated at 1200 x g for 75 mins at 30C.

Following spinoculation, the cells were washed 3X with PBS and resuspended in 500 µl of

macrophage media (ImmunoCult-SF Macrophage Medium; STEMCELL Technologies cat#

10961). After 7 days of culture, the media was removed and stored at -80C for virus titering.

Infectious virus determination. Macrophage cell supernatants were split into 3 equal

volumes (technical replicate samples) and were inoculated onto TZM-bl indicator cells seeded

the day prior at 1x104 cells/well of a 96-well dish. TZM-bl indicator cells stably express the

HIV-1 receptors CD4 and CCR5, and contain an integrated reporter gene for firefly luciferase

whose expression is activated by HIV-1 gene products. So, luciferase activity from these

cells indicates productive viral infection. The cells were spinoculated in the presence of 5

µg/mL polybrene as described above, and then allowed to incubate for 48h at 37C, 5% CO2.

After the 48h incubation, the media was removed, the cells were washed, and then virus

infectivity was measured by firefly luciferase assays following the manufacturers protocol

(Promega). Luminescence was determined using the Synergy LX plate reader (Biotek).

Macrophage-TZM-bl coculture. Following 7 days of culture, infected macrophages (described
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above) were washed, detached from the culture dish using Accutase cell detachment solution

(STEMCELL Technologies cat# 07922), split into two equal volumes (technical replicate

samples) and plated onto TZM-bl indicator cells seeded the day prior at 1x104 cells/well

of a 96-well dish. The macrophages and TZM-bl cells were co-cultured for 3 days. The

transmission of infectious virus from macrophages to näıve TZM-bl cells was measured by

luciferase assay as described above.

Influenza virus. Generation of viral stocks. Influenza H3N2 influenza A Udorn virus

stocks (Chen et al., 2007) were grown in 10-day-old fertilized chicken eggs, and virus stock

was further propagated using human A549 cells. Specifically, A549 cells were plated on 15

cm dish at 1.5x107 cells to reach 100% confluency. The next day, 1.5x105 PFU viral stock

was diluted in 5 mL serum free DMEM medium (MOI = 0.01) for 1 hour infection at 37C.

Following the incubation, the infection medium was replaced with 20 mL DMEM + 0.3%

Bovine Serum Albumin + 1.0cµg/ml N-acetylated trypsin for 72 hours. The supernatant

containing infectious viruses were collected, centrifuged at 500xg for 10 minutes to get rid of

cell debris. The titer of the influenza virus stock was determined via plaque assay on MDCK

cells.

Infection of macrophage, A549. Macrophages were seeded at 1x106 cells/well in 6-

well plates on the day before infection. Influenza virus was diluted in ImmunoCult-SF

macrophage medium at the indicated MOI and incubated with macrophages for 1 hour.

After the incubation, the incoulumn was replaced with 2 mL ImmunoCult-SF macrophage

medium containing 0.2 cµg/mL N-acetylated trypsin for 48 hours. In the case of immortal-

ized macrophage infection (dTHP1, dU937), serum-free RPMI was used to dilute influenza

virus stock, and serum-free RPMI 0.2 + 0.2 cµg/mL N-acetylated trypsin + 0.3% BSA was

used to incubate the infected cells after 1 hour virus adherence. To infect A549 cells, in-

fluenza virus was diluted in serum-free F-12K medium and incubated with the cells for 1

hours before being replaced with 2 mL serum-free F-12K medium + 0.2 cµg/mL N-acetylated

trypsin.
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Infectious virus determination via the plaque assay. The titer of the influenza virus

stock as well as supernatant from macrophage/A549 infections were determined with plaque

assays on MDCK cells. MDCK cells were seeded into 6 well-plates at 1x106 cells/well to

reach near confluency the next day. The virus stock or the infection supernatant were 10-fold

serial diluted in serum free DMEM, and 850 µL of the dilution was overlayed on MDCK

cells for 1 hour at 37°C. After 1 hour, the inoculum was replaced with MEM containing 1.2%

Avicel and incubated at 37°C for 48 hours. After the incubation, the overlay medium was

washed off with PBS, the cells were fixed and visualized with 20% methanol containing 0.2%

crystal violet. The number of plaques were manually counted and reported as PFU/mL.

HA-staining and FISH-flow for influenza virus infections. To carry out quantification

of influenza viral protein and viral RNA via flow cytometry, at least 1x106 mock/infected

cells was lifted off the tissue culture plate via treatment of Accutase (STEMCELL #07922).

The cells were washed once with PBS and incubated with 25 µg/mL Fc receptor block (BD

#564220) diluted in 50 µL FACS buffer (PBS + 1mM EDTA + 2% FBS) for 10 minutes at

room temperature. Without removing Fc blocking solution, additional 1 µL of anti-H3N2

HA mouse monoclonal antibodies were spiked into the solution (1:50 dilution, Sino Biological

#11056). The cells are then incubated in dark at 4C for 30 minutes to allow antibody binding.

After the incubation, unbound antibody was washed off twice using FACS buffer. We then

applied the secondary Alexa-647 goat anti-mouse antibodies diluted 1:100 in FACS buffer

to the cells and incubated in dark at 4C for 30 minutes. The antibody labelled cells were

washed twice more using FACS buffer, followed by fixation and permeabilization using BD

Cytofix/Cytoperm kit (BD BDB554714). To visualize the viral RNA, cells were washed once

with Wash Buffer A (Biosearch, #SMF-WA1-60) and resuspended in 50 µL of hybridization

buffer containing FISH probes (1:100 dilution, Biosearch Technologies, #SMF-HB1-10). The

cells were incubated in the dark at 37C for 6 hours. After incubation, cells were washed twice

using Wash Buffer A, incubated at 37 C for 30 minutes, washed once more with Wash Buffer

B (Biosearch Technologies, #SMF-WB1-20). Finally, the cells were resuspended in FACS
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buffer for analysis. The flow cytometry analysis was carried out using BD Accuri C6 Plus

flow cytometer, and the analysis was done using FlowJo analysis software v10.8.0

5.6.8 Human subjects for blood donation

Blood samples used in this research were obtained from anonymous individuals con-

sented under human study #20-0068, approved by the University of Colorado Institutional

Review Board. Potential participants were verbally screened for their ability to meet inclu-

sion and exclusion criteria. There were minimal inclusion criteria: subjects must be adults

with the ability to consent and ability to provide a sample. Potential subjects were excluded

if they reported a body weight of less than 110lbs or current pregnancy. Fourteen subjects

enrolled and consented to blood draws for this study. This does not represent 14 unique

individuals as subjects were able to enroll more than once. No data were collected from

subjects to maintain anonymity and confidentiality. The IRB approved a waiver of written

consent as this was deemed a minimal risk study and the only record linking the subject to

the research would be their name on a consent form, leading to a possible harm if confiden-

tiality was breached. No financial or non-financial compensation was given to subjects for

participation.



Chapter 6

Conclusions and Future Directions

6.1 Conclusions

Like many of my peers, my graduate study was heavily shaped by the COVID-19

pandemic. In this dissertation, I described several projects that address both infectious dis-

ease surveillance and modeling in response to the pandemic. By analyzing the on-campus

SARS-CoV-2 screening data, I realized that asymptomatic individuals could harbor just as

much viruses as the symptomatic patients, and that the asymmetrical distribution of circu-

lating viruses within the community suggests the majority of transmission events are likely

resulted from a few virus super-carriers (Chapter 2).Such transmissions are likely happen-

ing unnoticed within the asymptomatic population, making contact tracing difficult. This

further highlights the importance of using frequent and accessible infection screening test

to identify these contagious yet asymptomatic individuals. This first drove me to develop a

rapid saliva-based SARS-CoV-2 test (Chapter 3). The use of noninvasive saliva samples in

this test lowered the behavior barrier that deters seemingly healthy individuals from getting

regular tests. And the simplicity of the test itself helped bypass supply chain issues around

the standard RT-qPCR-based diagnostics used during the pandemic, allowing for frequent

community-wide SARS-CoV-2 screenings. Subsequently, to extend the idea of asymptomatic

population screening beyond the current pandemic, I examined the host immune response

for signatures that signal ongoing infection (Chapter 4). I found a group of mRNA tran-

scripts derived from the human immune response to be highly dependable in distinguishing
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in vitro infection conditions (mock/infected), and further validated their presence in infected

human saliva samples. Through additional validation using clinical saliva samples derived

from individuals infected with diverse pathogens, I showed this host response-based infec-

tion screening strategy has the potential to identify diverse infections before the onset of

symptoms, further addressing the overarching goal of infectious disease surveillance.

Finally, to provide a more tractable model for future host immune response studies,

I hence validated an iPSC-derived macrophage model system in the context of viral-host

interactions (Chapter 5). The validation was carried out between blood-derived and iPSC-

derived monocytes/macrophages at the phenotypical level that looked at surface protein

expression, at the transcriptional level that compared transcriptomes and the chromatin

accessibility, and at the functional level that contrasted the susceptibility to multiple viral

infections. Through these validations, I found that the iPSC-derived macrophages can serve

as a relevant alternative model to the blood-derived counterpart, with the advantages of

being readily obtainable in large numbers and amendable to genome editing. This opens

avenues of future research that characterize of macrophage-tropic viral infections, profile

the transcription regulation during macrophage maturation, or compare population-wide

immune response differences.

6.2 Future Directions

6.2.1 Macrophage-specific restriction factors against viral infection

Macrophage as an immune cell type is known to express a diverse set of anti-viral

restriction factors that directly binds to the viral genome or proteins and inhibit the viral

replications. In fact, during the functional validation of iPSC-derived macrophages, we

already noticed a significant restriction on dengue virus replication by M1 macrophages

(see Figure 5.6), as well as on seasonal influenza virus replication by naive macrophages

(see Figure 5.7). While numerous interferon-induced host immune proteins have already
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been identified to restrict dengue virus (TRIM69, STING, RTP4, IFITM3) and influenza

virus (TRIM25, ISG15, RSAD2) replication [222–227], the possibility of macrophage-specific

restriction still exists, as macrophage is under drastically different transcriptional regulation

that leads to expression of a more comprehensive collection of immune genes, compared to

other somatic cell types used by previous studies [228].

To identify the macrophage-specific restrictions against viruses, a gain-of-function

genome-wide cDNA screen technique can be used (Figure 6.1). This is achieved by purifying

total RNA from primary monocyte-derived M1 macrophages. As the M1 macrophages are

polarized towards the inflammatory subtype using LPS and IFN-gamma, it is reasonable

to believe that M1 macrophages would harbor the most comprehensive immune response

RNA transcripts. Using poly-dT beads, the mRNA was hence captured from the total

RNA, representing the M1 macrophage transcriptome. The purified mRNA is then reverse

transcribed into cDNA containing gateway cloning adapter sequences. This allowed flexible

shuttling of the entire macrophage cDNA library across different cloning vectors. In this

case, the gateway vector containing macrophage cDNA can then be shuttled into a lentiviral

transduction system to generate macrophage cDNA-containing lentiviruses using 293T cells.

This lentiviral library can then be applied on to susceptible cells that would usually be lysed

during the infection by the virus-of-interest. In the presence of protective genes derived from

M1 macrophages, we would expect the survival of certain transduced cells during the viral

infection. The survivor cells can then be compared to the transduced but uninfected cells to

reveal which macrophage cDNA provided protection against the viral infection. Using this

approach, I hope to identify restriction factor(s) that provide(s) protection in susceptible

cells (A549, Huh7, Vero cells) in the context of influenza virus or dengue virus infection.

The use of such genome-wide gain-of-function cDNA screen has the potential for the fast

and reliable identification of multiple antiviral restriction factors that will significantly aid

the future understanding of host-pathogen interactions.
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Figure 6.1: Overview of the genome-wide macrophage cDNA screening pro-
cess. To carry out gain-of-function viral restriction factor screening, mRNA from pri-
mary monocyte-derived M1 macrophages was extracted via poly-dT capture, and reverse
transcribed into cDNA containing gateway cloning adapter sequences. The gateway vec-
tor containing macrophage cDNA is then shuttled into lentiviral transduction system. This
lentiviral system is then transfected into human 293T cells to generate lentiviruses con-
taining macrophage cDNA. This lentiviral macrophage cDNA library is then applied on to
susceptible cells that would usually undergo cytopathy during the infection by the virus-
of-interest, but would survive due to the presence of the additional protective macrophage
cDNA. The survivor cells were then compared to the initially transduced cells to reveal which
macrophage cDNA provided protective affect against the viral infection.
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6.2.2 Immune transcription regulation during iPSC-Macrophage differenti-

ation

Despite the essential functions of innate immune response in restricting infections, it is

previous shown that, in stark contrast to differentiated cells, pluripotent stem cells lack the

capacity to respond to pathogen associated molecular patterns and are unable to initiate the

subsequent interferon response [229]. This observation is linked to the combined effects of

low expressions of pattern recognition receptors, as well as the inhibition of interferon stim-

ulated transcription factors [229]. However, the underlying reason of such interferon-inert

phenotype, as well as the transcriptional regulation events that initiated the interferon re-

sponse downstream of pluripotent stem cell differentiation remain unknown. One hypothesis

is that the transcription factor that defines pluripotency, Kruppel Like Factor 4 (KLF4),

likely represses immune activation through direct binding to interferon-stimulated response

elements in the genome [229]. During iPSC differentiation, the KLF4 is not only impor-

tant for mesoderm lineage commitment, but also for monocyte differentiation as well as

macrophage polarization [230–233]. This makes the iPSC-macrophage lineage extremely rel-

evant to study the immune transcription regulation during the stem cell differentiation. Due

to the heterogeneous nature of stem cell differentiation, future characterization should focus

on the transcription profile at the single-cell level, specifically via combined single-cell RNA-

seq and single-cell ATAC-seq. This combined profiling would help answer questions such as

at what stage of differentiation the cells become responsive to innate immune stimulation,

and what are the essential transcription factors that define such stage of differentiation. Our

preliminary work has indicated key transcription regulation events that happened during the

monocyte-to-macrophage subtypes differentiation/polarization (see Figure 5.4), the follow-

up studies should focus on the differentiation stages prior to monocytes, as the myeloid cells

are already mature in immune response.

Additional complexity to this matter comes from the observation that individuals with
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trisomy chromosome 21, clinically diagnosed as Down syndrome, also show distinct compo-

sition of blood cell types comparing to healthy individuals [234]. This lead to the hypothesis

that the presence of additional copy of chromosome 21, which harbors a large set of immune-

regulatory transcription factors and immune genes, could affect the differentiation of certain

blood cell types during development [235]. This is further supported by the finding that

runt-related transcription factor 1 (RUNX1) not only displays abnormal activation in tri-

somy 21 cell lines, but it also plays an important role in myeloid cell line differentiation

(Figure 5.4) [236, 237]. Using the iPSC-to-macrophage model system described herein, fu-

ture studies should investigate the differentiation capacity of trisomy 21 iPSCs into myeloid

cell types. Chromatin immunoprecipitation followed by sequencing (ChIP-seq) targeting the

key transcription factors that are affected by trisomy 21, such as RUNX1, could be used to

profile such transcription factor activity over the course of iPSC-to-macrophage differentia-

tion. And such ChIP-seq comparison between trisomy and disomy 21 cell lines could hence

help reveal the mechanism underlying the trisomy 21-specific hematopoiesis deficits.

6.2.3 Population-wide immune response differences

Finally, one fascinating aspect of the human immune response is the population-level

diversity. As different groups of human ancestors venture out to different corners of the

world, they encounter distinct pathogens that they eventually adapted to. On the other

hand, the loss of selective pressure from pathogens renders certain ethnic group capable of

eliciting stronger immune response than the other [184]. Previous studies have found such

difference in immune response can be attributed to population wide genetic polymorphisms,

and such polymorphism exists largely outside of the protein coding regions of our genome.

Via expression quantitative trait loci (eQTL) analysis, previous studies have narrowed such

genetic diversity to regions of our genome that are linked to differential expressions of im-

mune related genes. This leads to the hypothesis that such genetic diversity exists within the

gene regulatory regions, such as enhancers and promoters[184]. The existence of single nu-
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cleotide polymorphism within these regulatory regions could hence affect the transcription

binding activity, which subsequently modulate the differences in immune gene expression

upon activation. To profile this intricate relationship, nascent RNA sequencing, such as

precision run-on sequencing (PRO-seq), can be used to monitor the genome-wide enhancer

activation upon immune activation via interferon treatment or viral infections [238]. Future

studies should utilize cell lines that represent the population diversity across different ethnic

groups, such as the lymphoblastoid cells available from 1000 Genome project [239] or iPSC

derived from diverse individuals. Such studies can then use PRO-seq to identify polymor-

phic immune regulatory regions that exhibit differential activation across individuals. These

findings can be cross referenced with the existing eQTL data to link polymorphic regulatory

regions to immune genes that are deferentially expressed, and with the existing CHIP-seq

dataset to reveal likely affected transcription factors. Together, a comprehensive understand-

ing on how genetic diversity at immune regulatory regions attributes to immune response

differences can advance our knowledge of evolution outside of protein coding regions, and

can potentially link existing immune diseases with genetic variants.
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[233] Xudong Liao et al. “Krüppel-like factor 4 regulates macrophage polarization”. In:

Journal of Clinical Investigation 121.7 (2011), pp. 2736–2749. issn: 0021-9738.

doi: 10.1172/jci45444.

[234] M. A. A. Kusters et al. “Intrinsic defect of the immune system in children with Down

syndrome: a review”. In: Clinical & Experimental Immunology 156.2 (2009),

pp. 189–193. issn: 1365-2249. doi: 10.1111/j.1365-2249.2009.03890.x.

[235] Glenn A. MacLean et al. “Altered hematopoiesis in trisomy 21 as revealed through

in vitro differentiation of isogenic human pluripotent cells”. In: Proceedings of the

National Academy of Sciences 109.43 (2012), pp. 17567–17572. issn: 0027-8424.

doi: 10.1073/pnas.1215468109.

[236] Anouchka P. Laurent, Rishi S. Kotecha, and Sébastien Malinge. “Gain of chromosome
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